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A Snapshot of TodayA Snapshot of Today

MooreMoore’’s Law continues its momentum s Law continues its momentum 

Power consumption is becoming a major concernPower consumption is becoming a major concern

Multiple cores onMultiple cores on--die has become the standard to deliver die has become the standard to deliver 
performance at reasonable powerperformance at reasonable power

Intel Research Chip: 80 core PolarisIntel® Core™ 2 Duo
(Merom, 65nm Process)

L2 L2

4 Cores4 Cores

L2

2 Cores2 Cores

Intel® Core™ 2 Duo 
(Penryn, 45nm Process)
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Why Multi/Many Cores?Why Multi/Many Cores?
Performance within the Power EnvelopePerformance within the Power Envelope

3%3%

PowerPower

0.66%0.66%1%1%1%1%

PerformancePerformanceFrequencyFrequencyVoltageVoltage

Rule of thumb

Core

Cache

Core

Cache

Core

Voltage = 1
Freq      = 1
Power   = 1
Perf       = 1

Voltage =  -20%
Freq      =  -20%
Power   =     1
Perf       =  ~1.7

Put Moore’s Law into Great Use

12
th

 E
M

E
A

 A
ca

de
m

ic
 F

or
um



5

12th EMEA Academic Forum12th EMEA Academic Forum
June 12June 12--14, Budapest Hungary14, Budapest Hungary

10s and 100s of Cores 10s and 100s of Cores -- Not a DreamNot a Dream

Core
Cache

50%
50%

65nm, 4 Cores
1V, 3GHz
10mm die, 5mm each core
Core Logic: 6MT, Cache: 44MT
Total transistors: 200M

10mm 10mm
45nm

8 Cores, 1V, 3GHz
3.5mm each core
Total: 400MT

10mm
32nm

16 Cores, 1V, 3GHz
2.5mm each core
Total: 800MT

10mm
22nm

10mm
16nm

64 Cores, 1V, 3GHz
1.3mm each core
Total: 3.2BT

Note: the above pictures donNote: the above pictures don’’t represent any current or future Intel productst represent any current or future Intel products

Assume: Voltage and Frequency constantAssume: Voltage and Frequency constant

Per core power reduction is based on:Per core power reduction is based on:
Capacitance, voltage and frequency scaling.Capacitance, voltage and frequency scaling.
Assuming voltage and frequency scaling will Assuming voltage and frequency scaling will 
slow downslow down

32 Cores, 1V, 3GHz
1.8mm each core
Total: 1.6BT
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Where Are We Heading with Many Core?Where Are We Heading with Many Core?

PentiumPentium®® II ArchitectureII Architecture

PentiumPentium®® 4 4 
ArchitectureArchitecture

PentiumPentium®® ArchitectureArchitecture

486486
386386

IntelIntel®® CoreCore™™ uArchuArch

1.E+061.E+06

1.E+01.E+0
77

1.E+081.E+08

1.E+091.E+09

1.E+101.E+10

1.E+111.E+11

1.E+121.E+12

1.E+131.E+13

1.E+141.E+14

1.E+151.E+15

19851985 19901990 19951995 20002000 20052005 20102010

FlopsFlops

PentiumPentium®® III ArchitectureIII Architecture

TeraTera

PetaPeta

GigaGiga

Projected Projected 
Multi/Many Core Multi/Many Core 

PerformancePerformance

Source: IntelSource: Intel
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Technology Vision:Technology Vision:
Addressing the Pain PointAddressing the Pain Point

InterconnectionsInterconnections for Parallelized Platforms:for Parallelized Platforms:
Cores, Memory and I/OCores, Memory and I/O

for Bandwidth, Capacity and Powerfor Bandwidth, Capacity and Power
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How Do We Connect the Cores?How Do We Connect the Cores?
Shared Bus for Future Many Core Chips?Shared Bus for Future Many Core Chips?

Issues:
Slow: one core at a time <300MHz
Limited scalability

Benefits:
Power?
Simpler cache coherency

Traditional Bus is Not the Best Interconnect Option 
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IntraIntra--chip Interconnect Performancechip Interconnect Performance

P0 P1 P2

P3 P4 P5

P6 P7 P8

Bandwidth Demand 
is increasing 2X per 
generation
Will hit Terabytes per 

second soon
Implies link bandwidth in 

hundreds of GB/s

Medium
load

Saturation

No load

Latency vs Load
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The load shown is The load shown is 
expressed as fraction of expressed as fraction of 
peak (injection) capacitypeak (injection) capacity
Load may also be expressed Load may also be expressed 
as % of network (or as % of network (or 
2Xbisection) capacity2Xbisection) capacity
Example: if network capacity (2X 
bisection) = 50% of peak 
(uniform random traffic on 4x4 
mesh), then, saturation at 40% 
of peak implies 80% of capacity

Note: This graph is to illustrate the effect of 
saturation. The absolute numbers are meaningless. 
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Associated CostsAssociated Costs

Design complexityDesign complexity
Weighing architectural Weighing architectural 
properties vs. design properties vs. design 
difficultydifficulty

Ref: Wang et al MICRO 36, 2003 

AreaArea
Fabric area can be Fabric area can be 

more than 20% of more than 20% of 
core area!core area!
Trading off compute Trading off compute 

area for higher area for higher 
bandwidth fabric is bandwidth fabric is 
not desirablenot desirable

PowerPower
Interconnect fabric can Interconnect fabric can 

consume up to 36% of chip consume up to 36% of chip 
power!power!
Increasing fabric bandwidth Increasing fabric bandwidth 

increases powerincreases power
Need dynamic onNeed dynamic on--demand demand 

power management power management 
techniquestechniques
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IntraIntra--chip Interconnect Requires Topology Tradeoffschip Interconnect Requires Topology Tradeoffs

Crossbar BW and hop count scale the best
Crossbar area and power scale the worst
Need techniques to improve bandwidth and 

latency scaling for the Mesh and Ring

Bandwidth Scaling
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How Do We Feed the Machine?How Do We Feed the Machine?

RMS Workload - Bandwidth and Computation Requirements
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Memory Bandwidth
Computation 1 TFLOP

150 GB/sec

Ray Tracing: 
0.002 B/Flop

Computer Vision: 
0.45 B/Flop

Physical Sim: 
0.17 B/Flop

Financial Analytics:
8.5 B/Flop

Memory Bandwidth and Processor Performance Need to Keep Pace Memory Bandwidth and Processor Performance Need to Keep Pace 
Source: Intel LabsSource: Intel Labs

12
th

 E
M

E
A

 A
ca

de
m

ic
 F

or
um



13

12th EMEA Academic Forum12th EMEA Academic Forum
June 12June 12--14, Budapest Hungary14, Budapest Hungary

Reduce Memory Stall Penalty through MultiReduce Memory Stall Penalty through Multi--ThreadingThreading
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ST Wait for Mem

MT1 Wait for Mem

MT2 Wait

MT3

Single ThreadSingle Thread (ST)(ST)

MultiMulti--ThreadingThreading (MT)(MT)

Thermals & Power Delivery Thermals & Power Delivery 
designed for full HW utilizationdesigned for full HW utilization

MultiMulti--Threading Increases Performance and Reduce PowerThreading Increases Performance and Reduce Power
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Package

Increase Memory Bandwidth through 3D Die StackingIncrease Memory Bandwidth through 3D Die Stacking
High Performance by Bringing Memory Closer to the CoresHigh Performance by Bringing Memory Closer to the Cores

DRAM
CPU

Heat-sink

•Power and IO signals go 
through DRAM to CPU

•Thin DRAM die

•Through DRAM vias

DRAM, Voltage Regulators, and High Voltage I/ODRAM, Voltage Regulators, and High Voltage I/O
All on the 3D integrated dieAll on the 3D integrated die
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How about Laser for Interconnect?How about Laser for Interconnect?

Fully
Reflective

Mirror

Partially
Reflective

Mirror

Developed by Maiman, this ruby laser used a flash bulb as an optDeveloped by Maiman, this ruby laser used a flash bulb as an optical pumpical pump

RUBY CRYSTAL ROD

LASER
BEAM

FLASH BULB

Published in Published in NatureNature, August 6, 1960, August 6, 1960
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TodayToday’’s Silicon Photonics s Silicon Photonics -- Hybrid LaserHybrid Laser

1) A waveguide is etched in silicon 2) The Indium phosphide is processed to 
make it a good light emitter

4) The two materials are bonded together 
under low heat

3) Both materials are exposed to the oxygen 
plasma to form the “glass-glue”
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Process AnimationProcess Animation

5) The Indium phosphide is etched and 
electrical contacts are added

6) Photons are emitted from the Indium 
Phosphide when a voltage is applied

7) The light is coupled into the silicon 
waveguide which forms the laser cavity.  
Laser light emanates from the device.
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Photonics For Memory Bandwidth and CapacityPhotonics For Memory Bandwidth and Capacity
High Performance with Remote Memory

RxRx
TxTx

The Indium Phosphide emits the light into the silicon waveguide

The silicon acts as laser cavity - Light bounces back 
and forth and get amplified by InP based material

Integrated Terabit Per Second (Tb/s) Optical Link on a Single ChIntegrated Terabit Per Second (Tb/s) Optical Link on a Single Chipip

integrated silicon integrated silicon 
photonic chipphotonic chip

Remote Memory Blade Remote Memory Blade 
integrated into a systemintegrated into a system
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Silicon Photonics Future I/O VisionSilicon Photonics Future I/O Vision
HPC andHPC and

Data CenterData Center
FabricsFabrics

Backplane and DisplayBackplane and Display
InterconnectsInterconnects

ChemicalChemical
AnalysisAnalysis

MedicalMedical
LasersLasers

ChipChip--toto--ChipChip
InterconnectsInterconnects
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2008 2010 2012 2014

Boost Performance with I/OBoost Performance with I/O
Increase Ethernet BandwidthIncrease Ethernet Bandwidth

TPC-H

SPECweb05

SPECweb05

TPC-C

SPECjApps

SPECjApps
SPECjApps

SPECjApps

10 Gb/s

20Gb/s

SPECweb05

TPC-H

40Gb/s

30Gb/s

50Gb/s

60Gb/s

70Gb/s

80Gb/s

SPECweb05
TPC-H

TPC-C

TPC-C

TPC-CTPC-H Source: Intel, 2006.  TPC & SPEC are 
standard server application 
benchmarks

Today server I/O is 
fragmented
•1GbE performance doesn’t 
meet current server I/O 
requirements
•10GbE is still too expensive
•2/4G Fibre Channel & 10G 
Infiniband are being deployed to 
meet the growing I/O demands 
for storage & HPC clusters

In 2-4 Years, convergence on 10GbE looks 
promising
•10GBASE-T availability will drive costs 
down
•10GbE will offer a compelling value-
proposition for LAN, SAN, & HPC cluster 
connections

7-10 Years
•Look beyond  to 
40GbE and 100GbE~2x 

~2x PerfPerf Gain 
Gain 

Every 2 Years

Every 2 Years
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Reducing CPU and Memory Usage with Caching Reducing CPU and Memory Usage with Caching Hints Hints 
Problem:Problem:

I/O related data movement & data I/O related data movement & data 
access limits performanceaccess limits performance

–– CPU makes multiple CPU makes multiple ““forcedforced”” trips to trips to 
memory during the I/O processing data memory during the I/O processing data 
flowflow

High CPU utilization due to  High CPU utilization due to  
““compulsorycompulsory”” cache missescache misses

Impact: Impact: 
High system interconnect bandwidth High system interconnect bandwidth 
consumptionconsumption
Throughput reduction per coreThroughput reduction per core

575ns575ns
Per frame processing time Per frame processing time 
at 2000 inst/frame, CPI =1, at 2000 inst/frame, CPI =1, 
3.5Ghz core3.5Ghz core

DestinationDestinationSourceSource

Single L2 cache missSingle L2 cache miss

MemoryMemory

MemoryMemory

L2L2

Measured WDC (Measured WDC (BensleyBensley) ) 
Copy Performance (1460B)Copy Performance (1460B)

Time on wire at 10Gb/s @ Time on wire at 10Gb/s @ 
1518B1518B

MemoryMemory

L2L2

L2L2 183ns183ns

730ns730ns

1460ns1460ns

107ns (idle)107ns (idle)

1230ns1230ns

Cannot 
afford 
to copy 
from
memory

LLC

Core

M Device

Core

M
em
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y
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y

M

No memory touch
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Reliable Systems With Unreliable ComponentsReliable Systems With Unreliable Components

Process TechniquesProcess Techniques

Device Device ParamParam TuningTuning RadRad--hard Cell Creationhard Cell Creation

Circuit TechniquesCircuit Techniques

Architectural TechniquesArchitectural Techniques

Micro SolutionsMicro Solutions Macro SolutionsMacro Solutions

Parity Parity 
SECDED ECC SECDED ECC 

 bitbit

LocksteppingLockstepping
Redundant multithreading (RMT)Redundant multithreading (RMT)

Redundant multiRedundant multi--core CPUcore CPU

StateState--ofof--Art ProcessesArt Processes
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Future Reliability Faces Big Challenges Future Reliability Faces Big Challenges –– Solution is in the Platform Solution is in the Platform 
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Questions?Questions?
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