


AHEAD OF THE CURVE 
STRAIGHT TO THE FUTURE 





THE FUTURE: 
ACCELERATED 



The Motivation for Moving 

Beyond a Single Core 

5 YEARS AGO 

Intel® Core™ Duo 



The Evolution of Multi-core and 

Many-core Computing 

We’ve Come a  

LONG WAY IN  
FIVE YEARS 

2006 

6-8 

Cores 

10+ 

Cores 

2007 

2010 

2011+ 

4 

Cores 

2 

Cores 



Industry’s First General Purpose Many Core Architecture 
Intel® Many Integrated Core (Intel® MIC) Architecture 

Processing Highly Parallel Workloads 
• Utilizes many small, low-power IA cores 

• Supports many, many more threads 
 

Programmability and Scalability 
• Benefits from standard IA programming  

and memory model 
 

Production Systems Coming Soon 
• Knights Corner to launch on 22nm with >50 cores to 

provide outstanding performance for HPC users 

 

 

Knights Ferry Software Development Platform 



Compute Intensive Applications 

Stacked,  

Shared Memory 

High Bandwidth 

and Low-Latency 

Communications 

Thread Aware Execution Environment 

Scalable Architectures 
e.g. 48-core Single-Chip Cloud Computer 

Terascale: Intel’s Many-core Research Program 

Virtual 
Environments 

Financial 
Modeling 

Media Search 
& Manipulation 

Web Mining 
Bots 

Educational 
Simulation 



Excellent Scaling Across Broad Range Of Applications 
Constantly evaluating options for all workloads 

Volume Rendering (.5-1GB dataset) 

Game Rigid Body 

Merge Sort (256M elements) 

Graph Search (600 Reg. Expressions) 

Foreground Estimation 

Game Cloth 

Sports Video Analysis 

Production Fluid 

Video Cast Indexing 

Crowd Sim (100K agents) 

Portfolio Management 

Tree Search (64M keys) 

LU 

Text Indexing 

Home Video Editing 

Human Body Tracking 

Marching Cubes 

Production Cloth 
Theoretical Speed Up 



Andrzej Nowak 
CERN openlab 



Large Hadron Collider 
• 27 km in circumference 
• 100 m underground 
• Operates at 1.9o Kelvin 

 
It has now been up and running since 
November 2009 
 
40 million collisions per second, resulting in 
15 – 25 Petabytes of data per year 

CERN’s Particle Accelerator 

Large Hadron Collider  



Data Handling and Computation for Physics Analysis 

Reconstruction 

Event 

Simulation 

 Simulation 

High Level Trigger 

Online trigger 

and filtering 

Analysis 

Event 
Reprocessing 

Raw Data 

Selection & 
Reconstruction 

10% 
Event 

Summary Batch Physics 
Analysis 

Processed  
Data 

Interactive 
Physics 
Analysis 

1% 
Analysis Objects 

(extracted by physics topic) 



Intel® MIC Architecture Programming 
Eliminates need for multiple programming models 

• Languages 

• C, C++, Fortran compilers 

• Intel developer tools  
and libraries 

• Coding and  
optimization techniques 

• Ecosystem support 

Common with  
Intel® Xeon® Processors  



Scalability of CERN Trackfitter Workload on MIC 



Yet There Has Been  
Quite a Lot of Angst about 

 Multi- and Many-core 



Do you have to be a  

NINJA PROGRAMMER  
to actually write multi- and many-core applications? 



PC Security 

Web Apps 

Mega Data Center 
Wireless Comms 

MULTI- AND MANY-  
CORE COMPUTING 

The Growing Diversity of  



Improving the Access of Large-Scale,  

CONTENT IN THE CLOUD 



Memory Caching in the Cloud with Memcached 
A high-performance, open source, distributed memory object caching system  



Bringing the Power of Multi-core to 

WEB APPS 



Brendan Eich  
CTO Mozilla 

Bringing the Power of  

Multi-core to 

WEB APPS 



JavaScript™ : A Cornerstone of Web App  
Development for Over a Decade 

Significant performance potential if JavaScript™ could harness multi-core hardware 



River Trail: Parallel Extensions for JavaScript™ 

Research software extends JavaScript™ 

to enable data-parallel processing 
• Unlocks SSE/AVX + multi-core to web apps 

• Interoperates with HTML5 and WebGL 

• Targets applications such as computer vision, 

cryptography, and 3D games 

 
 

 

  3D NBODY IN FIREFOX    

Open source release on Github 

github.com/rivertrail 



Can An LTE Base Station  
Be Implemented With  

A Multi-core PC? 

THERE’S AN  
APP FOR THAT! 



Cloud Radio Access Network (CRAN) 
A research collaboration between Intel and China Mobile 

Replacing traditional base station hardware with 

2nd Generation Intel® Core™ i7 + Software 

Overall CRAN Architecture 



Prototyping an 

LTE BASE STATION 
with Multi-core IA 



PERSONAL COMPUTER  
IMPROVING SECURITY ON THE 



Enhancing Security with  
Heterogeneous Multi-core Computing 

2nd Generation Intel® Core i7 



Enhancing Security with  
Heterogeneous Multi-core Computing 

2nd Generation Intel® Core i7 



Enhancing Security with  
Heterogeneous Multi-core Computing 

2nd Generation Intel® Core i7 



Looking to the future…  

Where Are We Headed? 



Many-core Computing at the Extremes 

2W – 100 GigaFLOPS 
20MW - ExaFLOPS 

10 year goal: ~300X Improvement in energy efficiency  

Equal to 20 pJ/FLOPS at the system level 



Taking Many-core 

TO THE EXTREME 

Shekhar Borkar 
Intel Fellow and Principal Investigator 

DARPA Ubiquitous High Performance Computing 



What it Takes to Achieve Extreme Scale 

Storage 

Comm 

Memory 

Compute 

Today’s 100 GFLOPS 
 Intel® Xeon® System 

Storage 

Comm 

Memory 

Compute 

2018  
Extreme Scale 100 GFLOPS System 

Lowering CPU power does not automatically result in low power systems 



Benefits of Near Threshold Voltage Operation 
Peak energy efficiencies at NTV and fine-grain power management 

Potential For… 

• More always-on / instant wake devices 

• Intelligent everyday devices with 

battery/solar powered CPUs 

• Longer battery lives for mobile computing   

• Scalable many-core chips for the datacenter 

• Meeting extreme-scale compute challenges 

Normal Operating Range  NTV Sub-threshold 

Energy 

Efficiency 

HIGH 

LOW 

Voltage ZERO MAX 

~5x 



Claremont: A Near Threshold Voltage IA Processor 

First processor to demonstrate benefits of  

Near Threshold Voltage circuits 
 

IA concept chip can ramp from full performance 

to ultra low power (<10mW) 

Scales to over 10X the 
frequency when running at 

nominal supply voltage 



Hybrid Memory Cube: Experimental DRAM 
Highest performance and most energy efficient DRAM memory in the industry 



Extreme Scale Computing Research Agenda 





Join the Conversation by Visiting: 
Theater of Tomorrow in the IDF Tech Showcase 

http://techresearch.intel.com/tomorrowproject 



LIMITLESS 
POSSIBILITIES 






