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1. Introduction 
When a virtual disk containing an installation of SUSE* Linux Enterprise Server 10 SP1 or SP2 
(SLES10.1 or SLES10.2) is copied the data on the disk is replicated exactly to a new virtual 
disk.  While the data on the virtual disks does not change information about the virtual disk itself 
it will be different on the new disk, for one example, the disk ID (the SAS WWN) is different 
between the source virtual disk and the copy.  This change in disk information will cause 
problems booting the SLES10 OS if multipathing has been configured.  The multipathing 
configuration relies on information specific to the virtual disk and the OS cannot boot and run 
normally if this information has changed.   

This BKM contains instructions for removing the multipathing configuration so the SLES10 
installation can be copied and the copies will be bootable.  After copying the virtual disk 
multipathing should be reconfigured on the source virtual disk and on all copies. 

The steps in this BKM are not required for SLES10 installations without multipathing.  For ease 
of use it is recommended any new installations be copied before multipathing is configured. 

1.1 Supported Intel® Server Products 
The following Intel® Server Products are supported with the Intel® Modular Server System 
Unified Firmware Update V4.0 or later installed: 

 Intel® Modular Server System MFSYS25 
 Intel® Modular Server System MFSYS35 
 Intel® Compute Module MFS5000SI 
 Intel® Compute Module MFS5520VI 
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2. Repair Instructions 
These instructions will reverse the steps used to configure multipathing in the multipathing setup 
BKM:  “SuSE* Linux Enterprise Server 10 SP1 and 10 SP2 (x86 and x64) Dual SCM (ALUA) 
Installation BKM”. 

1. For ease of use these instructions should be performed with the OS virtual disk (the disk 
you intend to copy) having affinity to SCM1. 

a. Log into the Intel  Modular Server Control GUI and browse to the storage tab. ®

b. Select the OS virtual disk (the disk you intend to copy) and check the affinity 
setting, as highlighted in the screenshot below. 

 

Figure 1. Select Virtual Disk to Copy

c. If the OS virtual disk has affinity SCM 1 / SCM 1 or SCM 2 / SCM 1 you can skip 
to step 2. 
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d. If the OS virtual disk has affinity SCM 2 / SCM 2 please power down the server, 
use the “Change Affinity” button to set affinity to SCM 1, then power up and 
continue at step 2.  This is necessary to cause the virtual disk to become active 
on SCM 1. 

e. If the OS virtual disk has affinity SCM 1 / SCM 2 please power down the server, 
use the “Change Affinity” button to set affinity to SCM 2, then again to set affinity 
back to SCM 1, then power up and continue at step 2.  This is necessary to 
cause the virtual disk to become active on SCM 1. 

2. Next you will need to establish the disk ID of the virtual disk containing the OS. 

a. Run the command “mount” and check which multipath device is mounted as the 
root (/) partition.  In the screenshot below it is “dm-2”. 

 

Figure 2. Mount Command 

b. Run the command “ls -la /dev/disk/by-id/” and find the SCSI ID corresponding to 
the multipath device identified in the previous step.  In this example, the multipath 
device was “dm-2”, so the SCSI ID is “scsi-222d900015533b4eb”. 

 

Figure 3. Find SCSI ID for Root Partition 

3. Next you will need to edit fstab to replace the SCSI disk ID with the device name. 

a. Edit “/etc/fstab”.  It should appear similar to the screenshot below. 
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Figure 4. Edit "/etc/fstab" 

b. For each line item containing the SCSI disk ID identified in the previous section, 
replace the device string with /dev/sdaX, where X is the partition number, the 
same as in the device ID string. 

c. In this example, “/dev/disk/by-id/scsi-222d900015533b4eb-part2” becomes 
“/dev/sda2” and “/dev/disk/by-id/scsi-222d900015533b4eb-part1” becomes 
“dev/sda1”.  After changes fstab should appear similar to the screenshot below.   

d. Save and exit. 

 

Figure 5. Updated fstab 

 

4. Next you will need to make a change to the GRUB menu similar to the changes made to 
fstab.   

a. Edit “/boot/grub/menu.lst”.  It should appear similar to the screenshot below. 
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Figure 6. Edit "/boot/grub/menu.lst" 

b. For each line item containing the SCSI disk ID identified in the previous section, 
replace the device string with /dev/sdaX, where X is the partition number, the 
same as in the device ID string. 

c. In this example, “/dev/disk/by-id/scsi-222d900015533b4eb-part2” becomes 
“/dev/sda2” and “/dev/disk/by-id/scsi-222d900015533b4eb-part1” becomes 
“dev/sda1”.  After changes menu.lst should appear similar to the screenshot 
below.   

d. Save and exit. 
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Figure 7. Updated menu.lst 

 

5. Next remove multipath daemon setup. 

a. At the Linux command line run “chkconfig multipathd off”. 

b. At the Linux command line run “chkconfig boot.multipath off”. 

 

Figure 8. Remove Multipath Daemon Setup 

 

6. Next edit initramfs to remove the multipath modules. 

a. Edit “/etc/sysconfig/kernel”.  It should appear similar to the screenshot below. 
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Figure 9. Edit "/etc/sysconfig/kernel" 

b. From the list of INITRD_MODULES remove dm-multipath and dm-intel.  After 
changes, the file should appear similar to the screenshot below.   

c. Save and exit. 

 

Figure 10. Remove dm-multipath and dm-intel 

d. Run “mkinird” from the command line. 

Revision 1.0   11 



Repair Instructions SUSE* Linux Enterprise Server 10 SP1 and SP2 

 

Figure 11. Run "mkinird" 

e. Reboot the server and confirm the server boots successfully. 

f. After rebooting, you can shut down the server and copy the virtual disk. 

g. When copying is complete, before booting the copied virtual disks, make sure 
each copy is active on SCM 1 and not SCM 2 (see steps 1a through 1e in this 
BKM for guidance). 

h. Follow “SuSE* Linux Enterprise Server 10 SP1 and 10 SP2 (x86 and x64) Dual 
SCM (ALUA) Installation BKM” to reconfigure multipath operation on the original 
virtual disk and on all copies.  After multipath configuration virtual disk affinity can 
safely be set to either SCM.  
 

  Revision 1.0 12 


	1. Introduction 
	1.1 Supported Intel® Server Products 
	2. Repair Instructions 


