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1 Introduction and General Information

Intended Audience

To use this product you should have experience in configuring computer equipment. Y ou should
be able to install and configure the operating system (OS) to recognize peripherals and you should
be able to use software utilities to configure and troubleshoot those installed components. Be sure
that you are familiar with the installation and setup of the OSthat you areinstalling. For detailed
OS installation procedures, consult the documentation that came with the OS.

Read and adhere to all warnings, cautions, and noticesin this guide and the other documents in the
user documentation set supplied with this product. Read and adhere to the computer system safety
installation instructions.

RAID Levels

RAID O - Data Striping

Data blocks are split into stripes based on the adjusted stripe size (for example, 128 KB) and the
number of hard drives. Each stripeis stored on a separate hard drive. Significant improvement of
the data throughput is achieved using this RAID level, especially with sequential read and write.
RAID 0 (Figure 1) includes no redundancy. When one hard drive fails, al dataislost. RAID 0
requires a minimum of two disks.

ABCDEF

RAID Storage
Controller

Data Striping
RAID 0 Host Drive

Figure 1. RAID 0 — Data Striping
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RAID 1 - Disk Mirroring/Disk Duplexing

All datais stored twice on two identical hard drives. When one hard drivefails, all datais
immediately available on the other without any impact on performance and dataintegrity.

With Disk Mirroring (Figure 2) two hard drives are mirrored on one 1/O channel. If each hard drive
is connected to a separate 1/0O channd, it is called Disk Duplexing (Figure 3).

RAID 1 represents an easy and highly efficient solution for data security and system availability. It
isespecidly suitable for installations that are not too large (the available capacity is only half of the
installed capacity). RAID 1 requires a minimum of two disks.

ABCD

RAID Storage
Controller

Figure 2. RAID 1 — Disk Mirroring

Disk Mirroring
RAID 1 Host Drive

ABCD
ABCD

RAID Storage
Controller

Figure 3. RAID 1 — Disk Duplexing

Disk Duplexing
RAID 1 Host Drive
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RAID 4 - Data Striping with a Dedicated Parity Drive

RAID 4 (Figure 4) works in the same way as RAID 0. The datais striped across the hard drives
and the controller cal culates redundancy data (parity information) that is stored on a separate hard
drive (P1, P2). Should one hard drive fail, al dataremainsfully available. Missing datais
recalculated from existing data and parity information.

Unlikein RAID 1 only the capacity of one hard drive is needed for redundancy. For example, ina
RAID 4 disk array with five hard drives, 80% of the installed hard drive capacity is available as
user capacity, only 20% is used for redundancy. In systemswith many small data blocks, the parity
hard drive becomes a throughput bottleneck. With large data blocks, RAID 4 shows significantly
improved performance. RAID 4 requires a minimum of three disks.

ABCDEF

RAID Storage
Controller

Data Striping + Parity Drive
RAID 4 Host Drive

Figure 4. RAID 4

RAID 5 - Data Striping with Striped Parity

Unlike RAID 4, the parity datain aRAID 5 disk array are striped across al hard drives (Figure 5).
The RAID 5 disk array delivers a balanced throughput. Even with small data blocks, which are
very likely in amulti-tasking and multi-user environment, the responsetime is very good. RAID 5
offersthe same level of security as RAID 4. When one hard drive fails, al dataisstill fully
available. Missing datais recalculated from the existing data and parity information. RAID 4 and
RAID 5 are particularly suitable for systems with medium to large capacity requirements, due to
their efficient ratio of installed and available capacity. RAID 5 requires a minimum of three disks.
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ABCDEF

RAID Storage
Controller

Data Striping + Striped Parity
RAID 5 Host Drive

Figure 5. RAID 5

RAID 10 - Combination of RAID 1 and RAID 0O

RAID 10 is acombination of RAID 0 (Performance) and RAID 1 (Data Security). Unlike RAID 4
and RAID 5, there is no need to calculate parity information. RAID 10 disk arrays offer good
performance and data security (Figure 6). Asin RAID 0, optimum performanceisachieved in
highly sequential load situations. Identical to RAID 1, 50% of the installed capacity is lost through

16

redundancy. RAID 10 requires aminimum of four disks.

ABCDEF \
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- \x___,;/ A /
RAID Storage A A
Controller c c
E E
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B | B
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R
Data Striping + Disk Mirroring/Dup lexing
RAID 10 Host Drive

Figure 6. RAID 10
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Chaining

The Intel RAID Controller SRCU32 firmware supports Drive Chaining (also referred to as Disk
Spanning). Drive Chaining isthe process of linking several individual drivesto form alarge single
drive. Chainingisonly available after having selected two or more drives in the Storage Console
(StorCon) or Storage Console Plus (StorCon+). Chaining is an inexpensive method to obtain a
large logical unit from many smaller hard drives.

A WARNING

Disk Chaining does not offer any form of data protection and can result in loss of data. Itis
therefore recommended not to use logical drives of the type chain as components of array drives.

Configuring a Chaining Set Using StorCon

1
2.
3.

Select “Create New Host Drive.”
Select two or more drives.

Select “Chaining.”

Configuring a Chaining Set Using StorCon+

1
2.
3.

4.

Click the“New host drive” icon.
Select “Configuration,” “Host Drive,” and “Create New.” A new host drive window appears.

Select adrive(s) using <Shift> and arrow keys. Chaining is grayed out before selecting two
drives and is available after selecting two drives.

Select “Chaining” and press <Enter>.

The System will configure the chain set that is now alogical drive.
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Levels of Drive Hierarchy Within the Intel® RAID
Controller SRCU32 Firmware

The Intel® RAID Controller SRCU32 firmware is based on four fundamental levels of hierarchy.
Each level has its own drives (components). The basic ruleisto build up adrive on agiven level of
hierarchy. The drives of the next lower level of hierarchy are used as components.

Level 1

Physical drives are hard drives and removable hard drives. Some Magneto Optical (MO) drives are
located on the lowest level. Physical drives are the basic components of all “drive constructions.”
However, before they can be used by the firmware, these hard drives must be “prepared” through a
procedure caled initidization. During thisinitialization each hard drive receives information,
which alows an univocal identification even if the SCSI ID or the controller is changed. For
reasons of data coherency, thisinformation is extremely important for any drive construction
consisting of more than one physica drive.

Level 2

On the next higher level arethelogical drives. Logical drives are introduced to obtain full
independence of the physical coordinates of aphysical device. Thisis necessary to easily change
the Intel RAID Controller SRCU32 and the channels, IDs, without loosing the data and the
information on a specific disk array.

Level 3

On thislevel of hierarchy, the firmware formsthe array drives. Depending on the firmware
installed an array drive can be:

e Single Disks: onedisk or aJBOD (just abunch of drives)

e Chaining sets (concatenation of several hard drives)

 RAID Oarray drives

* RAID 1array drives, RAID 1 array drives plus a hot fix drive

* RAID 4 array drives, RAID 4 array drives plus a hot fix drive

* RAID 5 array drives, RAID 5 array drives plus a hot fix drive

* RAID 10 array drives, RAID 10 array drives plusahot fix drive
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Level 4

On levd 4, the firmware forms the host drives. Only these drives can be accessed by the host
operating system of the computer. The firmware automatically transforms each newly installed
logical drive and array drive into ahost drive. Thishost drive is then assigned a host drive number
whichisidentical toitslogical drive or array drive number.

The firmware is capable of running several kinds of host drives at the same time. For example, in
Windows' 2000, drive C isa RAID 5 type host drive (consisting of five SCSI hard drives), drive D
isasingle hard drive. On thislevel the user may split an existing array drive into several host
drives.

After a capacity expansion of a given array drive the added capacity appears as a new host drive on
thislevel. It can be either used as a separate host drive, or merged with the first host drive of the
array drive. Within StorCon, each level of hierarchy hasits own menu:

Level 1 - Configure Physical Devices
Level 2 - Configure Logica Drives
Level 3 - Configure Array Drives
Level 4 - Configure Host Drives

Generally, each installation procedure passes through these four menus, starting with level 1.
Installation includes the initializing the physical drives, configuring the logical drives, configuring
the array drives (for example, RAID 0, 1, 4, 5, and 10) and configuring the host drives.

Transparency of Host Drives

The structure of the host drives installed with StorCon (see Chapter 7, Storage Console€) is not
known to the operating system. For example, the operating system does not recognize that a given
host drive consists of a number of hard drives forming adisk array.

To the operating system this host drive simply appears as one single hard drive with the capacity of
the disk array. This complete transparency represents the easiest way to operate disk arrays under
the operating system. Neither operating system nor the PCl computer need to be involved in the
administration of these complex disk array configurations.
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Using CD-ROMs, DATSs, Tapes, etc.

20

A SCSI devicethat is not a SCSI hard drive or aremovable hard drive, or that does not behave like
one, is called a Non-Direct Access Device. Such adeviceis not configured with StorCon and does
not become alogical drive or host drive. SCSI devices of thiskind are either operated through the
Advanced SCSI programming Interface (ASPI) (MS-DOS', Windows, Novell NetWare™ or OS/27),
or are directly accessed from the operating system (UNIXT, Windows NTT).

NOTE

Hard disks and removable hard disks are called Direct Access Devices. However, there are some
Non-Direct Access Devices, for example, certain MO drive that can be operated just like removable
hard disks if they have been appropriately configured (for example, by changing their jumper
settings).
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2 Getting Started

What is the Intel RAID Controller SRCU32 Firmware?

We refer to firmware as the operating system that controls the Intel RAID Controller SRCU32 with
all of itsfunctions and capabilities. The firmware exclusively runs on the Intel RAID Controller
SRCU32 and is stored in the Flash-RAM on the Intel RAID Controller SRCU32 PCB. The
controlling function is entirely independent of the PCI computer and the host operating system, and
does not drain computing power or time from the PCI computer. According to the system
requirements needed, the Intel RAID Controller SRCU32 is available with two firmware variants.
Thefirmware is either dready installed on the controller upon delivery, or can be added as an
upgrade.

Unlike pure software solutions, for example, for Windows NT, the Intel RAID Controller SRCU32
isapure hardware RAID solution. All Intel RAID Controllers are equipped with hardware that is
well suited for disk arrays. The Intel RAID Controller SRCU32 firmware uses this hardware with
efficiency and therefore allows you to configure disk arrays that do not load the host computer
(whereas all software-based RAID solutions more or less reduce the overal performance of the host
computer).

The basic concept of the Intel RAID Controller SRCU32 firmware is strictly modular, and
consequently, inits functioning it appears to the user as a unit construction system.

Standard Firmware

In addition to simple controlling functions regarding SCSI hard drives or removable hard drives,
this version of firmware supports disk chaining and array drive configuration (data striping
(RAID 0) and disk mirroring or duplexing (RAID 1)).

A WARNING

Disk Chaining does not offer any form of data protection and can result in loss of data. Itis
therefore recommended not to use logical drives of the type chain as components of array drives.
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RAID Hardware Installation and Setup

[] NOTE

The Intel RAID Controller SRCU32 will work in a 32-bit, 33 or 64 MHz PCI dot; however, a 64-bit
66 MHz dlot is recommended for maxi mum performance.

Minimum Hardware Requirements
e Computer with CD-ROM drive (not attached to the Intel RAID Controller SRCU32).
Computer must be on the supported hardware list. For a supported list refer to:
http: //support.intel .comysupport/mother boar ds/server/
» Oneavailable PCI slot. See Note above.
e PCI 2.2 compliant System BIOS.
e SCSI hard drive(s) (the minimum required to meet the desired RAID level).

Installing and Removing the SDRAM

Installing the SDRAM

1. WithclipsAland A2 (see Figure 7) in the open position (position 2), insert the DIMM into the
DIMM connector (the DIMM and connector are keyed to ensure proper insertion).

A CAUTION

Align the DIMM carefully to prevent damaging the conductor pads on the DIMM orthe
connector. Apply firm pressure but do not force.

2. With the thumbs positioned on each end of the DIMM and two fingers on the DIMM
connector, press the thumb and fingers firmly together until the DIMM clips snap into the close
position (position 1).
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Removing the SDRAM

1. With the thumbs on the DIMM clips, swing the clips from the close position to the open
position.

2. Grasp the corners of the DIMM with both hands and firmly pull from the DIMM connector.

Clipss I position 2 (ppas)

f g b= postos 1 (cesnd)

Figure 7. Installing the SDRAM

Install the Intel RAID Controller SRCU32 in the Intel®
Server Board

The RAID firmware has already been programmed into the memory. Prior to installing the Intel
RAID Controller SRCU32 into the computer, an approved memory module must be installed in the
controller. For alist of approved memory modules refer to:

http: //support.intel .comysupport/motherboar ds/server/

A CAUTION
Contact the RAID vendor for a list of approved memory modules.
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A WARNING

SHOCK HAZARDS may be present inside the unit in which thiscard isbeing installed.
Disconnect all power cordsto the unit before removal of any covers. Follow the warnings noted
in the computer’s user or service manual beforeinstalling thisboard. ONLY after all the covers
are reingtalled should you reattach the power cords and power up the unit for the software
installation and use.

[] NOTE

Take precautionsto prevent electrostatic discharge (ESD) damage before handling the Intel RAID
Controller SRCU32.

Install the Intel RAID Controller SRCU32 into an available PCI dlot. Refer to the board
documentation for details.

1. Shut down and power-off the computer system.

2. Disconnect power cord(s) and remove the system cover.
3. Insert the Intel RAID controller into an available PCI dot.
4

Connect one end of the SCSI cable to theinternal (68 pin) or external (VHDCI) SCSI
connector located on the SRCU32 Controller. Connect the other end of the SCSI cable to the
SCSI drives or drive enclosure.

5. Replace the system cover; reconnect power cord(s).

Programming the FLASH Memory

The Intel RAID Controller SRCU32 normally comes ready to be immediately ingtalled into the
computer server board. However, you may need to reprogram the RAID Firmware that’ s located in
the flash memory of the Intel RAID Controller SRCU32. Refer to section 11 Appendix Firmware
Update for a normal reprogram of the firmware.

SCSI Termination

Termination

Termination is acommonly overlooked requirement when connecting SCSI devices together.
When these devices are connected together, the resulting set of devicesistypicaly referredto asa
SCSI bus. SCSI devices such as hard drives and tape drives must be terminated if they are the last
physical devices at either end of the SCSI bus (if nothing else is actively terminating the end of the
bus such as aterminator or backplane). If adeviceisinserted into the middle of the SCSI bus, then
it (the deviceitself) should not be terminated. Only terminate each end of the bus.
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Setting the Termination Mode of the Intel RAID Controller SRCU32

The onboard termination of the RAID controller can be changed within Storage Console. The
default setting is"Auto" (jumpersin * Soft-Switch mode). In this mode, the controller automatically
activates deactivates termination based on cable connection (if internal and external connectors are
used of a specific channel then the termination is off, otherwise on). "On", "Off" turns the
termination on or off regardless of the connected cables. In addition to the "soft-switch" jumper
setting, termination jumpers force termination always ON or OFF - no matter of the software

settings or cables detected.
I I LR
o8
ol ol

i

TE1
TEZ
TEL
TEZ
TEL
TEZ

CH-A CH-B CH-A CH-B CH-A CH-B
Termination Termination Termination
via Soft-Switches always ON always OFF
(Default)

Configurable SCSI Parameters

When a SCSI hard drive isinitialized the first time by the RAID controller, its SCSI parameters are
automatically set to their optimal settings. Manua configuration is not required. However, the
RAID controller allows for the custom configuration of severa SCSI parameters on a hard
drive-by-hard drive basis. There are several settings that can be configured by using the Storage
Console menu Advanced Setup-> Configure Physical Devices—> Select Physical Drive > SCSI
Parameter/Initialize. Most settings are set automatically and cannot be configured manually. See
the following table.

Table 1. Hard Drive SCSI Parameters

Parameter Setting/Value | Description

Synch. Transfer | Not This setting, when enabled, allows the controller to operate in
Configurable synchronous transfer mode.

Synch. Transfer | Not Allows for the setting of the speed for the SCSI hard drives (160 MB/sec

Rate Configurable for U160 drives). No matter the setting, the SCSI bus will negotiate the

fastest speed up to this setting. Lowering the setting will force the hard
drive to transfer at the lower speed.

Disconnect Not Enabling this setting allows for the hard drive to disconnect from the
Configurable SCSI bus when it's not participating in a transfer. This allows for
optimal bus utilization by all devices on the bus.

(continued)
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Table 1.  Hard Drive SCSI Parameters (continued)

Parameter Setting/Value | Description

Tagged Queues | Not When enabled, this feature allows the SCSI hard drive to execute more
Configurable than one command at a time.

Disk Read and On / Off For performance reasons, the Read Ahead and Write cache of the hard

Write Cache drives should always be on.

Domain Not Using the <F4> key while in this menu accesses this parameter. When

Validation Configurable Domain Validation is set to On, Domain validation allows for a cyclical

check of the correct data transfer at a given rate.

Choosing a Configuration

How Many Hard Drives Should Be Integrated Into the Disk Array?

The number of physical drivesthe Intel RAID Controller SRCU32 can run determines the
maximum number of physical drivesin adisk array. The minimum number of hard drives required
for any array depends of the RAID level you wish to realize. The desired usable disk space of the
disk array aswell as the issues discussed in the following sections (What Level of Redundancy is
Needed and Are Hot Fix Drives Needed) have a direct impact on the number of physical hard
drives needed for an array.

Table 2.  RAID Level, Array Type, and Hard Drive Requirements

Minimum Number of
RAID Level Disk Array Type Hard Drives Required
RAID 0 Data Striping 2
RAID 1 Disk Mirroring 2
RAID 4 Data Striping with Parity Drive 3
RAID 5 Data Striping with Striped Parity 3
RAID 10 Data Striping and Mirroring 4

What Level of Redundancy is Needed?

26

RAID 0 (data striping) provides no redundancy but has high data throughput. With RAID 1
(disk mirroring) the datais 100% redundant because it is mirrored on other SCSI hard drives.
RAID 1 provides the highest level of redundancy, but is also the most expensive solution. A
combination of RAID levelsO and 1isRAID 10. Two RAID O stripe sets are mirrored. If one
drive fails, the datais available on the mirrored drive.

With RAID 4 (data striping with a dedicated parity drive) and RAID 5 (data striping with parity
striped across all RAID disks), parity information is calculated from the data with asimple
mathematical operation (eXclusive OR, XOR), and stored either on one dedicated drive (RAID 4)
or to al drives (RAID 5). Should one drive fail, the data of the defective drive can be reconstructed
using the remaining user data and the previoudly calculated parity data. RAID levels4, 5 and 10
can tolerate the failure of one drive just as RAID 1, however RAID 4, RAID 5, or RAID 10 areless
expensive because of their efficient ratio of available to installed capacity.
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Table 3.

RAID Level, Hard Drives, and Usable Storage Capacity

Available
Capacity with

Available
Capacity with

Available
Capacity with

Available
Capacity with

RAID Level 2 Hard Drives* 3 Hard Drives* 4 Hard Drives* 5 Hard Drives*
RAID 0 2GB 3GB 4 GB 5GB

RAID 1 1GB 1GB 1GB 1GB

RAID 4 NA 2GB 3GB 4 GB

RAID 5 NA 2 GB 3GB 4 GB

RAID 10 NA NA 2GB NA

* Each hard drive is assumed to have 1 GB capacity.

Are Hot Fix Drives Needed?

Assume that one of the hard drives of the RAID 5 disk array fails (Hot Fix drives are available with
RAID 1, 4,5, and 10 arrays). The disk array iswithout redundancy. Time Without Redundancy
(TWR) startsto run. Any unnecessary prolongation of the TWR (the time required to get a

replacement drive, or because you did not immediately recognize the failure) increases the risk of

dataloss that will occur should asecond drive fail. Therefore, redundancy should be restored as
soon as possible and in an automated manner. Integrating a Hot Fix drive (also referred to as hot
gpare) as an immediately available and auto-replacing drive is the most effective way to keep the
TWR as short aspossible. Only aHot Fix drive can ensure optimal disk array security and constant

data availability.

Using aHot Fix driveis not compulsory. If you control the disk array at regular intervals and
immediately replace a defective drive (by shutting down the system or hot-plugging), you can
operate the system without a Hot Fix drive.

Intel RAID Controller Hardware Features

This section provides a summary of the key features, configuration options and support interface
technology supported by the IIR controller.

Architecture Features (HW)

Table 4.

Hardware Architecture

Component

Feature

I/O Microprocessor

The 80303 uses the 100MHz Intel 80960JT-100 core with a
100MHz/64-bit internal bus with an internal throughput of up to
800MB/sec, to and from the internal IOP peripherals.

Cache Memory

The SRCU32 supports up to 256MB of 64-bit ECC SDRAM

operating at 100MHz. Memory is expandable to 64, 128, or 256MB.

Flash Memory

3.3v, 16Mb (2MB) flash memory chip is used to store the RAID
firmware

I/O interface (PCI)

PCI 2.2 compliant, universally keyed for 3.3 and 5 volt PCI slots

PCI Transfer Rate

528MB/sec (Burst)

PCI Signaling

5 or 3.3 volt

SCSI Controller: LSI SYM53C1010

Dual channel Ultra160

Getting Started
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Environmental Characteristics

Table5. Environmental Specifications

Attribute Condition

Thermal: Non-Operating -10° C (Celsius) to 60° C

Humidity: Non-Operating 20% to 75% Relative Humidity, non-condensing
Operating Temperature & Voltage 0°C to 55°C +/- 5% Vecc

Margin

Form Factor (physical dimensions) Height: 98 mm (3.86 inches)
Length: 200 mm (7.87 inches)

Weight .35 kg (.77 Ib)

Hard Drive Connectivity (SCSI Specifics)

The RAID adapter supports up to 15 SCSI devices per SCSI channel. It supports up to 15 hard disk
drives (or 14 hard disks drivesif one of the SCSI ID’sis occupied by a SAF-TE processor) per
channel of the SCSI controller (30 disk drivestotal for the dual channel SRCU32 controller).

Supported Hard Drive Technology

28

The lIR controller supports both Single-ended (SE) and Low Voltage Differential (LVD) devices
but it is recommended that you use only one type of drive technology (SE or LV D) on any one
channel at atime.

The lIR controller supports single-ended drives which operate at up to 40M B/sec depending upon
the speed of the drives attached.

ThelIR controller supports Ultra-2 LV D SCSI devices operating at up to 80MB/sec and Ultral60
LVD SCSI devices operating at up to 160M B/sec.

NOTE

If both SE and LVD devices are attached to the same channel/bus, the entire bus will operate at the
single-ended speed of the slowest device. See Table 6 for the maximum cable length distances that
apply to each mode.

The lIR controller is designed to use Ultral60 SCSI hard drives and is backward compatible with
older SCSI hard drive specifications. See Table 6 for the SCSI standards supported.
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Table 6.

SCSI Drive Standards

SCSI Drive Speed Bus Width | Maximum Cable Length (meters) (1) | Adapter Maximum

Standard (MB/Sec) | (Bits) Devices per SCSI Channel
Single-Ended | LVD

SCSI-1 (2 5 6 3) 8

Fast SCSI (2) 10 3 3) 8

Fast Wide SCSI 20 16 3 ©) 16

Ultra SCSI (2 20 15 (3)

Ultra SCSI (2) 20 3 N/A 4

Wide Ultra SCSI 40 16 N/A (3) 16

Wide Ultra SCSI 40 16 15 N/A

Wide Ultra SCSI 40 16 3 N/A 4

Ultra2 SCSI (2, 4) 40 8 (@) 12

Wide Ultra2 (4) 80 16 o) 12 16

Ultral60 (Ultra3) | 160 16 ) 12 16

Notes:

1. May be exceeded in Point-to-Point and engineered specific applications.

2. Use of the word "Narrow", preceding SCSI, Ultra SCSI, or Ultra2 SCSI (for example, Narrow SCSI) is optional.

3. LVD was not defined in the original SCSI standards for this speed. If all devices on the bus support LVD, then
12-meters operation is possible at this speed. However, if any device on the bus is singled-ended only, then the
entire bus switches to single-ended mode and the distances in the single-ended column apply.

4. Single-ended is not defined for speeds beyond Ultra.

After Ultra2 all new speeds are wide only.

Support for Non-Hard-Disk-Drive SCSI Devices (Non-Direct-
Access Devices)

The RAID controller will pass through to the host operating system direct access to nondirect-
access SCSI devices that are connected to a SCSI bus (channel) of the RAID controller. The RAID
controller passes through all control of these devices to the host operating system.

Types of supported non-Direct-Access SCSI devices (this does not cover specific vendors and

models):

e SAF-TE Processors

e Tape Devices

» CD-ROMs

Getting Started
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Array Roaming Compatibility
Array Roaming allows the user the ability to move a complete RAID array from one computer system
to another computer system and preserve the RAID configuration information and user data on that
RAID array. Compatible RAID controllers must control the RAID subsystems of the two computer
systems (seelist of compatible controllersin this section). The transferred RAID array may be brought
online while the target server continuesto run if the hard disk drives and disk enclosure support hot-
plug capabilities. The hard disk drives are not required to have the same SCSI ID in the target system
that they did in the origina system that they are removed from. The RAID array drivethat is being
roamed must not be of type Private. This includes all non-private host, array, and logical drives.

A WARNING

The SRCU32 adapter, with firmware 2.33.xx, is not compatible with some previous versions of 1R
RAID FW running on IR controllers. Only the versions listed below are compatible. Do not
attempt RAID Array Drive Roaming between RAID controllersthat are not compatible with the
SRCU32 adapter. Unpredictable behavior may include, but is not limited to, data loss or
corruption.

Compatible adapters include:

e SRCU31 - Firmware version 6.2.32.xx (the 6 will not show on boot)
* SRCU3LL - Firmware version 6.2.32.xx (the 6 will not show on boot)
»  SRCU32 - Firmware version 2.33.xx
*  SRCMR - Firmware version 2.32.xx

[] NOTE

Compatibility refers only to how data and RAID configuration information are written to the hard
disks. Compatible adapters have the same data file format.

Number of Supported Devices

The Intel RAID Controller SRCU32 supports up to 15 different SCSI devices (single hard drives,
drive enclosures, controllers, CD-ROM’s, tapes, etc). In certain configurations, this number is
reduced.

Example: Up to 14 SCSI devicesif a SAF-TE processor occupies one of the SCSI ID’s.

SCSI Connectors

The Intel RAID Controller SRCU32 includes two internal SCSI-3 Ultra Wide 68-pin connectors
and two external VHDCI (Very High Density Connector Interface) 68-pin connectors. Each
connector can be fully populated with up to 15 SCSI devices (not to exceed an additive total of

15 devices per channel when using both he internal and external connector for the channel) aslong
as cable length limitations for each segment are not exceeded.
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LED Indicators

There are a number of LED indicators on the RAID controller that indicate the various modes
and/or states of the controller.

Function Check
Indicates the activity on the controller. See Table 7 for detail.

Table 7. Function Check
LED Function
Indicates activity on SCSI channel A

Indicates activity on SCSI channel B
Indicates Bus Master DMA transfers (the brighter the light, the more DMA’s)
When system is powered, indicates that controller is online (i.e. installed correctly)

AB TS

00 N

0| w| >

Channel Mode

A yellow LED for each Ultral60 SCSI channel, indicates the current SCSI mode of the
corresponding channel. If the LED islit, the Ultral60 SCSI channel is operating in Low V oltage

Differential (LVD) mode. If the LED isnot lit, this channel is operating in Single-Ended (SE)
mode.

PCIl Bus Clock

Indicates the clock speed of the PCI Businterface. If the LED isnot lit, the bus speed in 33MHz.
If the LED islit, the bus speed is 66MHz.

Jumpers

In addition to the Termination Jumpers (described earlier in this document), the IIR controller hasa
series of jumpers that allow for specific configuration of the controller.
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External LED Connectors

ThellIR Controller has a6 pin header to alow for connection of additional LEDs. An LED
connected with header A lights up whenever thereis activity on SCSI channel A. The same applies
for header B. An LED connected with the SUM header lights up whenever there is activity on any
of the two SCSI channels A and B. See Figure 8 for details.

Anode LA N
Cathode | @ | @@

S <m
s =L
Figure 8. External LED Connectors

Terminator Power

Determines whether termination power (per channel) is supplied by the controller. The Default is
ON for both channels (both jumpers set).

Acoustical Alarm

An acoustical (audible) alarm is present on the RAID controller to indicate any of the following
events:

e  State of controller upon boot-up

e Changein gtate of array

» Change controller environmental status (during normal operation)

* Hardwarefailure

If the cause of the event is resolved and/or removed, the audible alarm will cease. The audible
alarm can also be turned off manually through StorCon or StorCon plus. If the audibleaarmis
silenced via management tools, it will only be disabled for the current event and will be ready to
sound again at the next event.

Silencing the Acoustical Alarm in StorCon

An option is available in StorCon under Advanced Setup = Configure Controller, press <F4> to
silence alarm. The <F4> option is available only if the alarm has been activated.

Silencing the Acoustical Alarm in StorCon+

To silence the darmin StorCon+, in the “Physical Configuration” view, right-click on the icon for
the controller that requires alarm deactivation. Click on “ Silence” to deactivate the alarm. If the
alarm has not been activated, the “ Silence” option will be grayed out and unavailable.
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Compatible Intel RAID Controllers

ThisIntel RAID Controller SRCU32 is compatible with other Intel RAID Controllers SRCU32 and

SRCMR and allows for array roaming.

[] NOTE
Compatible refersto the ability of the Intel RAID Controller SRCU32 to read the RAID

configuration information located on hard drives that are members of RAID Arrays that have been

created on compatible adapters. Thus RAID Arrays created on compatible adapters are
inter changeabl e between the adapters (Array Roaming).

Optional RAID Features Implemented in the Intel RAID
Controller SRCU32

Adapter Device Limitation Support
* RAID Arrayscontain

0 Host Drives (at least 1 and up to 16 maximum)

O Hard Drives up to 30 maximum spanning both channels (all host drivesthat are created on
an existing RAID Array will have their capacity evenly distributed across all member hard

drives of the RAID Array)
* Host Drives

0 Can span across both channels
0 Can not span across RAID Arrays

Table 8.  Disk, Volume, and Array Limitations

Adapter Device Limitations

Per Adapter Per RAID Channel Per RAID Array Per Host Drive
Max Min Max Min Max Min Max Min
Hard Drives 30 15 30 1 30
RAID Arrays | 16 15 12
Host Drives 16 16 16 1!

Note:
1. Each Host Drive can only be associated with one RAID Array.

2. To create a new RAID Array you must initially create a Host Drive selecting the hard drives (that are available

and not already members of a RAID Array) that you wish to be members of the new RAID Array.

PCI Hot Plug
The SRCU32 adapter supports PCI Hot Plug under the following OS's:

*  Windows 2000 Advanced Server SP2, Windows 2000 Server, Windows 2000 Professional

« NetWare 5.1 SP2a

This IR controller supports the PCI Hot Plug functionality for the Hot Replacement of an adapter.

Hot Replacement assumes that the drivers for the adapter being replaced are already |oaded.

Getting Started

33



Operational States of an Intel RAID Controller SRCU32
Firmware Disk Array

Operational States for RAID 4/5

An array drive under the Intel RAID Controller SRCU32 firmware operating system can assume
seven different operational states. Idle, Ready, Fail, Build, Rebuild, Expand, and Error. Table9
describes the operational states for RAID 4/5 while Figure 9 is the operational state diagram for
RAID 4/5 Table 10 describes additional operational states.

Table 9.  Operational States for RAID 4/5

State

Description

Idle State

This state is characterized by the fact that the redundant information of the disk
array has never been entirely created. The disk array is in this state after its first
configuration and until you quit Storage Console (StorCon). Should an error occur
while the array is in the build state, the array returns to the Idle state (exception: if
during build state the dedicated drive of RAID 4 fails, the state changes to fail.

Build State

After the disk array has been configured for the first time, it assumes the build state
as soon as you quit StorCon. While the array is in the Build state, redundancy
information is calculated and stored to the hard drives of the array.

Ready State

The disk array is fully operational when in the Ready state. All redundant
information is present, that is, a hard drive can fail without impairing the
functionality of the disk array. This is the normal state of a disk array. The state
ready/expand indicates that the RAID level and/or capacity are currently
migrated/expanded.

Fail State

The disk array changes to the fail state whenever a Logical Drive fails.
Redundancy information is still present, thus allowing the remaining hard drives to
continue working. This state should be eliminated as soon as possible by replacing
the defective hard drive. If a so-called Hot Fix drive has previously been assigned
to a disk array with StorCon, the controller will automatically replace the defective
drive and start the reconstruction of the data and the redundant information.
Therefore, under these circumstances the fail state is only temporary and will be
eliminated by the controller itself.

Rebuild State

The disk array will assume this state after the automatic activation of a Hot Fix
drive or after a manual replacement is carried out with StorCon. The data and the
redundant information are reconstructed and stored to the new drive.

Expand State

If the capacity or RAID level of an existing disk array is changed, the disk array
changes its state into expand. As soon as the expansion or migration is
completed, the state changes back to ready.

34
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Table 10. Additional Operational States

State Description

OK State

The disk array is fully operational when in the OK state. All redundant
information is present, that is, a hard drive can fail without impairing the
functionality of the disk array. This is the normal state of a disk array.

Methods for Hard Drive Replacement

The Intel RAID Controller SRCU32 and the Intel RAID Controller SRCU32 firmware offer a
variety of methods to replace a defective hard drive. When to use them depends on the physical
environment of the server. With some servers the hard drives are mounted into the server
enclosure. They are not removable. With other serversthereis an intelligent backplane (for
example, SAF-TE) and which hosts a number of hard drives with a Single Connector Attachment
(SCA). Another type of server usesthe hard drive in a hot pluggable disk carrier. These carriers
are often unintelligent and do not communicate with the Intel RAID Controller SRCU32 or server,
though, they can display the hard drive’ stemperature or the status of its built-in fan. The following
table contrasts the various hard drive replacement options.

Table 11. Hard Drive Replacement Options
Automatic Replacement
Manual Hot Plug Auto Hot Plug with Hot Fix Drive
Typical Low Cost. Additional cost for external Low cost.
Server enclosure, cables,

Hard drives are physically
mounted in the server
enclosure and are not
removable.

Environment

backplanes, etc.

Hard drives are removable in
an intelligent or
non-intelligent subsystem.
The subsystem complies
with one of the following
enclosure standards:

“SAF-TE” (SCSI Accessed
Fault Tolerant Enclosures)

“SES” (SCSI Enclosure
Services)

“Intelligent Fault Bus” (former
DEC™ fault bus)

Non-Intelligent subsystems
using hot pluggable disk
carriers.

High availability.

The Intel RAID Controller
SRCU32 has a spare drive
available at all times. Should
one hard drive of an array
fail, the spare drive (hot fix
drive) is automatically built
into the array.
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Table 11.

Hard Drive Replacement Options (continued)

Manual Hot Plug

Auto Hot Plug

Automatic Replacement
with Hot Fix Drive

Description

StorCon or StorCon+ guides
the user to the point where a
new hard drive can be built
into the array drive.

The subsystem must be
configured with StorCon or
StorCon Plus, before the
auto hot plug can work.
Thereafter a hard drive can
just be pulled out and
plugged in, and the Intel
RAID Controller SRCU32
“knows” what to do. In
addition, SAF-TE and SES
report the enclosure status
(power supplies, fans,
temperature etc.) to the Intel
RAID Controller SRCU32
and the Intel RAID Controller
SRCUS32 driver.

The hot fix drive is assigned
to an array drive. There are
two types of hot fix drives:
Private hot fix drive
(Available for one array drive
only)

Pool hot fix drive

(Several array drives share
this hot fix drive)

Intel RAID Controller SRCU32 Quick Start

This sectionisaquick start that can be used when installing the Intel RAID Controller SRCU32
using either Windows 2000 or Red Hat™ Linux® 7.1. For more detailed instructions and to get
information when using other operating systems, please refer to the chapters 3 through 10.

Make an OS Installation Diskette
1. Boot from the Intel RAID Controller SRCU32 Software CD.
2. Sdlect “Create Diskettes.”

3. Create an operating system installation diskette.

Getting Started

reate Diskettes|

Utilities

SRGU32 RAID Adapter CD-ROM Menu
Arrow keys move highlight. ENTER to select. ESC to abort

Quit to DOS
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Install the SDRAM

1. Insert the DIMM into the DIMM connector. Make sure the DIMM clips snap to the close
position. (Supported DIMMs are 64 MB to 256 MB ECC PC133 unbuffered SDRAM
memory).

Install the Intel RAID Controller SRCU32 in the Intel Server Board

Install the Intel RAID Controller SRCU32 into an available PCI slot. Refer to the board
documentation for details. The example below refersto the Intel SCB2 server board.

1. Shut down the computer system.
2. Turn the power off.

3. Insert the Intel RAID controller into an available PCI slot.

Use StorCon to Create a RAID Volume

1. Power on the system and press <Ctrl> + <G> when the screen below appears.

PCI Storage RAID Controll B10 Version
Copyright (C) 1991- 2001 by Intel Corporation
All rights reserved!

>>>Press <Ctrl> <G> to enter Intel (R) Storage Console>>>

2. Thefollowing two messages will appear at the bottom of the screen:
“Intel (R) Storage Console to start after POST”
“Please wait to start Intel (R) Storage Console...”

3. When StorCon starts, it will display the Intel RAID Controller SRCU32 installed in the system.
Press <Enter> to select this controller.

Select Controller

Ho. Hame Position Features Firmuare

1] SRCTIAZ [FCI B-11 CHA145 18 2.32.00-RBB2
FiBb: Toggle Colors
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4. Select “Configure Host Drives’ and press <Enter>.

View Statistics
View Events
View Hard Disk Info
save Information
F4: Advanced Setup

5. Select “Create New Host Drive.” StorCon displays alist of “free” hard drives. These are
drives that do not belong to alogical host drive and can be used for new host drives.

Do you want to create a host Drive from the selected disk{s> 7
CCAUTION: All data will bhe destroved f2» <Y~<N>

6. Usethe arrow keys and the space bar to select the number of hard drives that you want to be
part of the array (these hard drives become marked with an “*"). For this example, we used
four hard drives. Press<Enter>. Move the selection bar with the arrow keys from one entry to
another. To deselect adrive, highlight the drive with the selection bar and press the space bar.

Select Physical Drive
chn ID LN vendor Product ATTr CapiMB) Drive
SCSI-A O L8] QUANTUM ATLASLOKZ-T¥1E41 R 17
SCSI-A 10 O FUIITSU MAFISE4LC Rl
L] FUIITSU MAF 4LC Rl
o] FUITITSU MAFISE4LC R
SEAGATE ST39175LC R
SEAGATE ST39175LC RW 4683

il

5 2
3 ¥ SEACATE STI9L7ELLC R 58533

e
SCSI-B 15 O QUANTUM ATLAS: 1541 R 17510
S5CSI-C 14 O QUANTUM ATLASLOZ-T¥1E41 R 17510
SCSI-D O L] QUANTUM ATLASLIOK2-TY1E841 Rk 17510
SPACE: Select/deselect drive, ENTER: End selectian
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7. The*“Choose Type’ menu offers different host drive types. For this example, we select
“RAID 5 + Hot Fix" and press <Enter>.

thaose Type
single Disk
chaining
RAID O
RAID 1
AAID 1 + HOTFiw
AALID

RALID 4 + HOLFix
RALD &

RAID 5 + Ho Fix

RaIl 10

8. For security reasons, you will be asked if you want to use the selected disk to create a host
drive. StorCon displays awarning that all datawill be destroyed after confirmation. Confirm
the choice by pressing <Y>. StorCon creates a new host drive.

10. The new host driveis created. Press <F10> to refresh and begin the build process. Its statusis
still “build,” since the Intel RAID Controller SRCU32 synchronizes both drives.

5T LI TyE
MNo. MName Status Capacity Type belongs to

0 FDACCD build Elx 17000 MBE PRAID=-1 RAID=1 4
Create new Host Diive : : :
F4: Drive Information, F5: Identify Drive, FLO: Refresh
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[] NOTE

The array build will continue as a background task. Exit StorCon, by pressing <ESC>, and the
array build will continue in the background after BIOSPOST upon reboot. You can then proceed
with OSinstallation while the array continues the build processin the background.

11. When leaving StorCon, by pressing <ESC>, a progress window displays the estimated
completion time for the build process.

12. Upon successful completion of the build process, the disk array changes to Ready status.

Elapsed Time: 00:08:50 Estimatad Time: 00:30:25
Press E5C to guit

Set the BIOS Boot Order

This step requires entering the system BIOS and setting the proper boot priority. This step may
differ from system to system. Refer to the system documentation for details. The example below
refersto the Intel® SCB2 server board.

1. During POST, press <F2> to enter the BIOS Setup Utility.

2. Navigate to the “Boot” menu, then access the “Boot Device Priority” submenu and set the
following order:
* Removable Devices
e ATAPI CD-ROM Drive
e Hard Drive
« Intel® Boot Agent

1. Ramovable Devices

<Boot Device Priority .
<Hard Drive > o DO e
<Removable Devicas 4. Intd (R) Boot Agent
<ATAPI CD-ROM Drive
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3. Accessthe“Hard Drive’ submenu and make sure the “[Legacy SCSI Option ROM]” ison the
top of the priority list.

[1 noTE
Inthe“ Hard Drive” submenu, “ [Legacy SCS Option ROM]” may have different wording.

1. [Legacy SCSI Option ROM]
2. [OtherBootable Device]

<Boot Device Priority
<Hard Drive
<Removable Devices
<ATAFI CD-ROM Drive

4. Press<F10> to save the changes and exit. The system will reboot.

Install the Operating System (choose from Windows 2000 or
Red Hat Linux 7.1)

Installing Windows 2000
Install Windows 2000 Server:

IMPORTANT: When the blue setup screen first appears, hit <F6> key.
1. Boot the system with the Windows 2000 CD-ROM.
2. Press <F6> as soon as the first blue screen appears to bypass mass storage detection.

3. When prompted to specify a mass storage controller:
* Select “S’ to specify additional storage devices.
¢ Insert the Windows 2000 Installation driver diskette.
e Press<Enter> to select the “Installation Driver” and continue with Windows installation.
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Install and Launch the StorCon and StorCon+ Ultilities:

1
2.

3.

Insert the Intel RAID Controller SRCU32 Software CD.

Select “Install” and follow the on screen instructions to install the StorCon and StorCon+
utilities. (Asnecessary, refer to Chapter 7, Loading StorCon, for detailed instructions).

Launch the StorCon and/or StorCon+ utilities by clicking on the icons located on the desktop.

Installing Red Hat Linux 7.1
Install Red Hat Linux Server:

1
2.
3.
4,

Boot the system with the Red Hat Linux CD-ROM.

At theinstall prompt, select “linux dd.”

When prompted, insert the Red Hat Linux driver diskette.
Continue with the Linux OS installation.

Install the Intel RAID Controller SRCU32 StorCon Monitoring Utility:
(As necessary, refer to Chapter 7, Loading StorCon, for detailed instructions).

1.

Place the Intel RAID Controller SRCU32 CD-ROM in the CD-ROM drive and mount the
CD-ROM:
$ mount /dev/cdrom /mt/cdrom

Copy the StorCon utility archive to /usr/shin:
$ cp /mt/cdron linux/install/storcon-2.02.9gz /usr/sbin/storcon-2.02.9z

Unpack the archive file and rename:
$ gunzip —d /usr/sbhin/storcon-2.02.gz
$ mv /usr/sbin/storcon-2.02 /usr/shin/storcon

Launch the StorCon utility by typing “storcon” at any prompt.
Select the Linux interface to run the utility locally.

Getting Started
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Alternative Method to Creating an Intel RAID Controller
SRCU32 Installation Diskette

If you are unableto create the Intel RAID Controller SRCU32 installation diskette by booting from
the Intel RAID Controller SRCU32 CD, you can run the CD on aWindows system and create
driversfor any OS. Alternately, you can manually create these disks for the following operating
systems:

Windows NT'
1. Insert the RAID Software Suite CD-ROM into the CD-ROM drive.
2. Insert ablank floppy diskette in the drive.
3. Goto the directory, \windows\winnt\drivers\i386, and copy all files onto a floppy diskette.

Windows 2000
1. Insert the RAID Software Suite CD-ROM into the CD-ROM drive.
2. Insert ablank floppy diskette in the drive.

3. Gotothedirectory, \windows\win2000. In thisdirectory you will find four files and two
directories. Copy all filesand only the “winnt” directory onto the floppy diskette.

SCO UnixWare'

Insert the RAID Software Suite CD-ROM and go to the “apps’ folder.

Create afolder on the system hard drive and copy the “rawrite.exe” application to that folder.
Open the “UnixWare” folder on the CD-ROM, then open the “dskimg” folder.

Copy “unixw7.img” to the folder created in step 2.

a c w N PE

Open the command window. From the command prompt, go to the folder created in step 2 and
type the following command: “rawrite.”

Enter the file name: “unixw7.img.”

7. When prompted to enter the name of the drive, type in the drive letter of the floppy drive (for
example, A:) and then insert a blank floppy diskette in the drive and follow the instructions on
the screen.
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How to Use Auto Hot Plug with SAF-TE

The Auto Hot Plug option of the Intel RAID Controller Software provides for the insertion of new
disksinto asystem. Theway anew disk isused can be different depending on the conditions under
which it wasinserted. If the system has a degraded array and adisk is hot plugged into the system,
the new disk will be used to rebuild the degraded array. If a system had a degraded array and used
one of the available hot fix disksto rebuild and then a disk was hot plugged, the new disk will
become a hot fix disk replacing the post of the one being used in the array.

Setting Up Auto Hot Plug

[]

Enable SAF-TE on the enclosure.

NOTE

It is possible to have auto hot plug without a SAF-TE enclosure, but that setup is completely
different fromthat described here.

The Intel RAID Controller SRCU32 configures devices in the SAF-TE enclosure. The controller
identifies drives as being connected to the SAF-TE backplane and responds appropriately to
regquests by the SAF-TE device.

Verify the configuration in the Enclosure Slot Configuration menu.

1. Select the Configure Physical Devices whilein the Advanced Setup mode.
2. Highlight the SAF-TE processor and press <Enter>.

3. Select the Enclosure Slot Configuration option.
4

The Enclosure Slots screen is displayed. It shows what drives have been identified in which
slots of the enclosure. Pressing <Enter> once configures the drives; drive information appears
on the page. Pressing <Enter> again removes the drive configuration information from the
page. All devicesthat areto be hot spare replaceable should have information in their
respective slots. The lack of drive configuration information indicates the absence of a hot
gpare. Once the drives have been configured, they are auto hot spare ready.

Note that disks can only be replaced in positions that have been configured for a device. If
there is adegraded array on a controller, and a user plugsin adrive in one of the dots not in use
in the enclosure, the drive will not become available to the system.

If no disksin avolume (array) creation are configured, a message: “Do you want to configure
the selected disks for SAF-TE Auto Hot Plug? (Y/N)” appears. If even one disk of the intended
array is configured, this message will not appear. However, only the configured disks are auto
hot pluggable.
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3 Installing Microsoft Windows NT or
Windows 2000

This section covers installation issues related to the Microsoft Windows NT and Windows 2000
operating systems. For a successful ingtalation, study the Windows NT/2000 system manuals
thoroughly. The required Intel RAID Controller SRCU32 disks can be created from the Intel RAID
Controller SRCU32 system CD-ROM.

Operating System Installation Procedures

[] NOTE

Begin theinstallation processin this chapter if you areinstalling the OSand Intel RAID Controller
SRCU32 or upgrading from the Windows NT OS (the OSis currently installed on a compatible
Intel RAID Controller SRCU32) to Windows 2000.

Your installation falls into one of two categories:

e Ingtall the OS on either aRAID volume or single disk that is attached to and configured on the
Intel RAID Controller SRCU32 that you areinstalling,
OR

* Ingtall the OS on either an IDE hard drive or a SCSI hard drive that is not attached to the Intel
RAID Controller SRCU32 that you are ingtalling

Pre-Installation Requirements Checklist

This section identifies the minimum hardware and software required to successfully install the Intel
RAID Controller SRCU32 and the accompanying software suite.

Minimum Hardware Requirements

[] NOTE

The Intel RAID Controller SRCU32 will work in a 32-bit, 33 or 64 MHz PCI dot; however, a 64-bit

66 MHz dlot is recommended for maxi mum performance.

e Computer with CD-ROM drive (not attached to the Intel RAID Controller SRCU32).
Computer must be on the supported hardware list.

* Oneavailable PCI slot. See note above.

* PCI 2.2 compliant System BIOS.

*  SCSI hard drive(s) (the minimum required to meet the desired RAID level).
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Minimum Software Requirements

Microsoft Windows 2000:

* RAID Software Suite CD-ROM

* 9 MB of free hard drive space (for the RAID Software Suite)

* Microsoft Windows 2000 Professional, Server or Advanced Server

* Intel RAID Controller SRCU32 Installation diskette (one blank high density floppy diskette
may be required to create the installation diskette)

Microsoft Windows NT 4.0:

* RAID Software Suite CD-ROM

9 MB of free hard drive space (for the RAID Software Suite)

* RAID Driver Installation diskette (one blank high density floppy diskette* may be required to
create the installation diskette)

*  Microsoft Windows NT 4.0 Workstation*, Server* or Server Enterprise Edition*

* Not supplied

Installing an Operating System onto a RAID Volume or
Single Disk
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If you do not have the Intel RAID Controller SRCU32 Installation diskette for the operating system
that you are ingtaling, create it before continuing. See Chapter 2 for instructions to create this disk.
Also refer to Chapter 2 for instructions to install the Intel RAID Controller SRCU32 and to set up a
RAID volume.

NOTE

Prior to installing Windows NT, disable the Delayed Write Cache of the Intel RAID Controller
SRCU32.

CAUTION

To avoid this problem and prevent the risk of data corruption, the Delayed Write function of the
Intel RAID Controller SRCU32 cache must be disabled during the complete installation. To do so,
use the SorCon program. Choose Advanced Setup, Configure Controller, Controller Settings and
switch the Delayed Write function OFF. After having completed the Windows NT installation,
switch the Delayed Write function ON again.

When you do awarm boot by simultaneously pressing the <Ctrl> + <Alt> + <Del> keys, some PCI
server boards carry out a hard reset of the PCI bus. As a consequence, all expansion cards and
devicesthat are connected to the PCI bus, including the Intel RAID Controller SRCU32, are reset.
During the installation procedure of Windows NT this anomaly can cause the contents of the Intel
RAID Controller SRCU32 cache RAM to be deleted before the data can be written to the disk(s).
If this happens, the installation cannot be completed correctly. Such awarm boot automatically
takes place after a FAT partition is converted into a NTFS partition at the end of the Windows NT
installation procedure.
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Controller Settings
[on)

(off)
(Enabled}
(Fatal errors)
M ....... (Enabled)
Display <Ctrlz< ond
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A: Termination ... (Auto)
SCST-TD ...cvac .7
: Termination ...
SCSI-ID .......
: Termination ...
SCSI-ID iiaiass
: Termination ...
SCSI-ID

Figure 10. Controller Settings

Windows 2000 / NT 4.0 Installation Procedures

This document, when referring to Windows 2000 and Windows NT, applies to the following
Windows operating systems unless otherwise noted:

e Windows 2000 Server, Advanced Server, and Professional
e Windows NT 4.0 Server, Enterprise Edition, Terminal Server Edition, and Workstation

Installing the OS

Thefollowing installation procedures highlight the Windows setup options that you must install
during OS installation to successfully prepare the operating system for the installation of the RAID
Software Suite.

Install the operating system software using one of the scenarios (boot diskettes or CD-ROM) below
that matches the installation method.

[] NOTE

For detailed Windows installation procedures, please consult the documentation that came with the
computer system or operating system.

Installing Windows Using the Installation Boot Diskettes:

1. Duringinstal let Windows detect the storage devices in the system. When device detection is
complete, press <S> to specify additional storage devices.

2. Select Other. Insert the Intel RAID Controller SRCU32 installation diskette for Windows into
the floppy drive, press <Enter>.
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Intel RAID Controller SRCU32 is automatically selected. Press <Enter>.

Complete the text-based portion of the Windows installation procedures. Reboot and continue
with the GUI-based portion of the installation.

After the operating system is completely installed, go to Chapter 7, Loading StorCon to
complete the installation.

Installing Windows Using the Bootable Windows CD-ROM:

1

Press <F6> as soon as the initia blue screen appearsto ensure that the RAID Driver Installation
diskette can be loaded when specifying “Other.”

When device detection is complete, press <S> to specify additional storage devices.

Select “Other.” Insert the Intel RAID Controller SRCU32 Installation diskette for Windows
into the floppy drive. Press <Enter>.

Intel RAID Controller SRCU32 is automatically selected. Press <Enter>.

Compl ete the text-based portion of the Windows installation procedures. Reboot and continue
with the GUI-based portion of the installation.

After the operating system is completely installed, go to Chapter 7, Loading StorCon to
complete the ingtallation.

Installing an OS onto an IDE or SCSI Hard Drive Not Attached to the Intel RAID
Controller SRCU32

Install the Intel RAID Controller SRCU32:

1
2.
3.

6.

Power-off the computer.
Disconnect all power cords.

Remove the computer case to expose the server board inside. Observe all warnings and
cautions documented with the computer system to avoid shock hazards.

Install the Intel RAID Controller SRCU32 into an available PCI slot.
Replace the computer case and reconnect power cords.

Go to the next section for the operating system to continue the installation.

Windows 2000 / NT 4.0 Installation Procedures

[] NOTE

This document, when referring to Windows 2000 and Windows NT, applies to the following
Windows operating systems:
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Windows 2000 Server, Advanced Server, and Professional
Windows NT 4.0 Server, Enterprise Edition, Termina Server Edition, and Workstation
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Installing the Operating System

The following installation procedures highlight the Windows setup options that you must install to
successfully prepare the operating system for the installation of the RAID Software Suite.

[] NOTE

For detailed Windows installation procedures, please consult the documentation that came with the
computer systemor operating system.

Install the operating system software using one of the scenarios (boot diskettes or CD-ROM) below
that matches the ingtallation method.

Installing Windows with Installation Boot Diskettes
1. Boot from the Windows Installation diskettes to setup Windows.
2. Insert boot diskettes and power up the system.
3. Duringinstall let Windows detect the storage devices in the system.
4

When device detection is complete, if the hard drive controller is not detected and listed, press
<S> to specify additional storage devices and install the driver.

Continue with the Windows installation.

o

After the operating system is completely installed, go to Chapter 7, Loading StorCon to
complete the installation.

Installing Windows Using the Bootable Windows CD-ROM

[] NOTE

If the driver for the hard drive controller is on the Windows CD-ROM, then follow prompts and
continue at Chapter 7, Loading StorCon. If you areinstalling a driver that does not come with the
Windows installation CD-ROM, for example, the Intel RAID Controller SRCU32 driver created in
Chapter 2, then follow the procedure bel ow.

1. Insert the CD-ROM and power up the system. If the driversfor the hard drive controller are
not on the bootable Windows CD-ROM, press <F6> as soon astheinitial blue screen appears
to ensure that the driver diskette can be loaded.

2. When device detection is complete, press <S> to specify additional storage devices and then
select “Other.” Insert the Intel RAID Controller SRCU32 diskette into the floppy drive and
continue the installation (see the next section).

Installing Microsoft Windows NT or Windows 2000 51



Upgrading an OS (Windows NT 4.0 to Windows 2000) that is Currently Installed on
a RAID Volume or Single Disk
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Before you Begin:

Ensure that the OSisinstalled on an Intel RAID Controller SRCU32 that is compatible with the
new OS and/or RAID Software Suite that you are about to install. If it is not compatible, then exit
thisinstallation procedure.

Upgrading Windows NT 4.0 to Windows 2000:

1. Before beginning, back up any vital data.

2. If you are not installing a new adapter and you are only upgrading the OS and the RAID
software, go to step 9.

3. If you areinstalling a new Intel RAID Controller SRCU32, and transferring the OS to that new
adapter, go to step 4.

4. Power off the computer, disconnect all power cords, and remove the computer’ s cover to access
the server board.

5. Disconnect the SCSI cable(s), if applicable.

6. Remove the currently installed Intel RAID Controller SRCU32 and insert the new Intel RAID
Controller SRCU32 into an available PCI dlot.

7. Connect the SCSI cable, if applicable, to the newly installed Intel RAID Controller SRCU32.
8. Replace the computer’s cover, reconnect all power cords, and reboot the computer.
9. Loginto NT with administrative user rights.

10. Insert the Windows 2000 CD-ROM. The Windows 2000 upgrade utility will auto-start. Click
“Yes’ to gtart the upgrade.

11. When the Welcome to the Windows 2000 Setup Wizard launches, select “Upgrade to
Windows 2000” and compl ete this portion of the upgrade. Windows should auto-reboot. If
not, manually reboot the computer.

12. Leave the Windows 2000 CD-ROM in the CD-ROM drive and let the computer boot up.
DO NOT touch any key when prompted to boot from the CD-ROM. Let the computer boot to
the hard drive to continue the upgrade.

13. When the computer getsto the first blue setup screen, immediately press <F6> to load the
RAID drivers for Windows 2000.

14. When prompted press <S> and insert the Intel RAID Controller SRCU32 Installation diskette
and continue the Windows 2000 upgrade.

15. Setup will complete the text-based portion of the instalation and auto-reboot to continue the
GUI portion of the Windows 2000 Upgrade.

16. When the GUI portion of setup completes, the computer will auto-reboot. If it does not
auto-reboot, manually reboot the computer to continue the upgrade.

17. Gotothe “Installation to an Existing OS” section to complete the upgrade.
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Swapping Out / Replacing Compatible Intel RAID Controller SRCU32 in Windows 2000

While running Windows 2000, swapping or replacing a SCS| host adapter with another compatible
but different model SCSI host adapter is similar to the procedure for adding a host adapter. The
important distinction is that you add the new SCSI adapter into the system first, before removing
the old adapter.

[] NOTE
If you do not install the new host adapter first, it may result in a Windows 2000 boot failure.

To swap compatible Intel RAID Controller SRCU32, follow these steps:

1
2.

Power down the computer.

Insert the new (compatible) Intel RAID Controller SRCU32 into an available PCI slot, leaving
the existing Intel RAID Controller SRCU32 intact.

Power up the computer. Windows 2000 should load up as normal and detect the new Intel
RAID Controller SRCU32. Install the Windows 2000 driver if prompted to. If aDriver Install
Wizard starts, follow the driver installation procedures.

Reboot if prompted.

Once the new Intel RAID Controller SRCU32 is functioning properly, power down the
compulter.

Remove the old Intel RAID Controller SRCU32 (leave the new Intel RAID Controller SRCU32
inthe dot that it was initially installed in and detected by Windows 2000) and move all desired
devicesto the new adapter.

All attached devices should be recognized upon reboot.

[] NOTE
For alist of compatible Intel RAID Controller SRCU32, see the User’s Guide.

Installation to an Existing OS

This section covers all installations of the Intel RAID Controller SRCU32 into computers with
exigting (previously installed) operating systems.

Minimum Requirements:

Fully functional OS aready installed and running on the computer
Administrative level privilege on the computer

Hard Drive Space: 9 MB Minimum

Installed Intel RAID Controller SRCU32

Once al these requirements are met and you are logged on to the computer, continue to the next
section.
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Installing Drivers for the Intel RAID Controller SRCU32
Method 1 (preferred method):
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1
2.

o 0 &~

Insert the RAID Software Suite CD-ROM in CD-ROM drive.

Click “Install” to install the Windows drivers.

The InstallShield Wizard starts. Select “Modify.” Click “Next.”

In the File Download screen, select “Run this program from its current location.”
The“ Select Components’ window appears. Select “Device Drivers.”

Click “Next” and follow the instructions up to and including system reboot.

Method 2 (alternate):

1
2.
3.

IS o

6
7
8.
9

Insert the RAID Software Suite CD-ROM in CD-ROM drive.

If the CD does not start automatically, then run the “\autorun.exe” file.

Click “OS Diskette” and then click “Windows.” Select the appropriate Windows version.
A command prompt window appears requesting that you insert aformatted floppy diskette.

Insert the floppy in the floppy drive and press <Enter>. The command prompt window closes
automatically after the diskette has been written.

Open the Device Manager for the given OS and scan the PCI bus for new hardware.

Select “Intel RAID Controller SRCU32" in the “hardware found” list, and then click “Next.”
Select “Search” for a suitable driver for my device, and then click “Next.”

Select “Floppy Drive.”

10. Click “Next” and follow the instructions up to and including system reboot.
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4 Installing Linux

This section discusses installation issues related to the Red Hat Linux operating systems. For a
successful installation, study the Linux system manuals thoroughly. The required Intel RAID
Controller SRCU32 ingtallation disks can be created from the RAID Software Suite system
CD-ROM. See Chapter 2 for instructionsto create these disks.

Before you Begin

Available Drivers and Tools on the Intel RAID Controller SRCU32
Software Suite CD-ROM

gdth.tgz Intel RAID Controller SRCU32 driver sources

storcon-2.02.g9z StorCon for 1386 systems, version 2.02

srcd-1.10-redhat.tgz = Remote RAID Configuration Service with start/stop script for Red Hat
Linux, version 1.10

Assumptions About Path Names

Since the user may have received StorCon on the CD-ROM or as a download from the web, and
because Linux administrators may mount volumes with a variety of names, certain assumptions
were made in this document. These assumptions are listed in the following table.

Table 12. Linux Path Names

Path Names Note

/mnt/cdrom If the Linux driver and StorCon is not being installed from the CD-ROM, the
/mnt/cdrom part of the path may be changed to the proper directory.

$ Assumes this is the current directory level.

/dev/hda Path entries such as the example on the right are assumptions and may be

changed to match what the administrator has selected for the particular system.
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General Installation Notes

For detailed hardware requirements, specifications, and installation procedures, specific to the Intel
RAID Controller SRCU32, refer to Chapter 2.

Minimum Hardware Requirements

[] NOTE

The Intel RAID Controller SRCU32 will work in a 32-bit, 33 or 64 MHz PCI dot; however, a 64-bit
66 MHz dlot is recommended for maxi mum performance.

Computer with CD-ROM drive (not attached to the Intel RAID Controller SRCU32).
Computer must be on the supported hardware list (for example, Intel SCB2 server board).
One available PCI dot. See note above.

PCI 2.2 compliant System BIOS.

SCSI hard drive(s) (the minimum required to meet the desired RAID level).

Minimum Software Requirements

RAID Software Suite CD-ROM

10 MB of hard drive space

RAID Driver Installation Diskette for Linux
Linux Red Hat 7.x Installation CD-ROMs
Root access on the Linux server

Installing Red Hat Linux 7.x on a RAID Volume
(Host Drive)

Toinstal Red Hat Linux 7.x onto ahost drive, first create the appropriate driver disk from the Intel
RAID Controller SRCU32 CD-ROM:

1
2.
3.

56

In the system BIOS, ensure that the computer is set to boot off of the CD-ROM drive.
Place the RAID Software Suite CD-ROM in the CD-ROM drive and boot the system.
Select the option to make diskettes.

Select Red Hat Linux and the appropriate driver for the system. When driver disk is created,
follow the procedure below to create a host drive to install to.

Ensure the Intel RAID Controller SRCU32 isinstalled in the system and is connected to drives
on which you intend to create a host drive.

Boot the system and when prompted press <Ctrl> + <G> to enter StorCon. Create a single host
drive from the selected disks.

For more information on creating host drives using the StorCon, see Chapter 7, Configure New
Host Drive.
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10.

Read the Red Hat documentation to understand the disk space/size requirements for the
Red Hat 7.x installation.

Ensure the system is set to boot from the CD-ROM drive and boot to the Red Hat 7.x
CD-ROM. At the boot prompt, type “linux dd” and press <Enter> to continue.

Insert the floppy driver disk created in the previous procedure when prompted by the installer.

When the installation is complete, remove the floppy disk from the drive and reboot the system.

Installing an Intel RAID Controller SRCU32 onto an
Existing Linux Server

Installation of Driver Sources from the Intel RAID Controller
SRCU32 CD-ROM

The same procedure can be used for updating a currently installed Intel RAID Controller SRCU32
driver using the driver sources.

1

If you areinstalling the driver sources from the Intel RAID Controller SRCU32 CD-ROM, and
if the CD Install Shield has not started automatically, place the Intel RAID Controller SRCU32
CD-ROM in the CD-ROM drive and use the following procedure:
a  Mount the CD-ROM by typing the following command:
$ mount /dev/cdrom /mnt/cdrom
b. Copy the driver sources to /usr/src/linux/drivers/scs
c. Enter the following command:
$ cp /mnt/cdromV/linux/drivers/gdth.tgz /usr/src/linux/ drivers/scsi*
d. Unpack and unzip the tar file using the following command:
$ tar -zxvf /usr/src/linux/drivers/scsi/gdth.tgz

* Linux kernel versions are specific. For example, the directory /usr/src/linux-2.4.2 is specific to Linux
kernel version 2.4.2 found in Red Hat version 7.1. Y ou should be aware of the specific path for the
distribution.

Compile anew kernel with module support and “GDTH SCSI” support enabled. This
procedure depends on the Linux distribution. “Make config,” “make dep,” and “make clean”
may be necessary to install the RAID volume. Refer to the specific Linux distribution
documentation for help.

Compile the modules. This procedure depends on the Linux distribution. Refer to the specific
Linux distribution documentation for help.

Configure “Lilo.conf” to use the new module support. This procedure depends on the Linux
distribution. Refer to the specific Linux distribution documentation for help.
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GDT Driver Parameters

Reservation of SCSI Devices

The reservation of SCSI devices becomes necessary if you want Direct Access Devices (for
example, hard drives, removable hard drives like IOMEGA or SyQuest, some MOs) to be directly
controlled by Linux and not the Intel RAID Controller SRCU32' s firmware (for example, they are
not configured as host drives).

Reservation of SCS| devicesisaso caled raw-service. In this case, the Intel RAID Controller
SRCU32 does not cache the data to/from the reserved SCSI device. Thisreservation isimportant
for removable hard drives. If they are controlled by the Intel RAID Controller SRCU32 and are a
host drive, amedia changeis very difficult.

Non Direct Access Devices like CD-ROMs, Streamers, DATS, etc. do NOT require a reservation.

A CAUTION
The reservation of SCS devicesis only possible with not-initialized SCS devices. (Use StorCon to
de-initialize an already initialized device.)

From driver version 1.10 on you can add the parameters for the reservation with the LIL O append
command:
Excerpt of /etc/lilo.conf:

# End LILO gl obal section

# Li nux bootable partition config begins
i mge = /boot/vminuz

root = /dev/sda2

| abel = Linux

append = “gdth=reserve_list:1,0,6,0"

# Li nux bootable partition config ends

This“gdth” driver parameter reserves the SCSI device that is connected with Intel RAID Controller
SRCU32 1 (the second Intel RAID Controller SRCU32), SCSI Bus 0 (channel A), ID 6, LUN O for
Linux (raw service).

After each changein “/etc/lilo.conf” LILO must be loaded once.

Driver parameters may also be entered at the LILO boot prompt, (for example:
gdth=reserve list:1,0,6,0).
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Further Driver Parameters

irgl,irg2, etc. Only for RAID EISA Controllers with disabled BIOS (irgl, irg2,
etc. correspond with the IRQs of the RAID controllers)

disable’Y deactivates the RAID driver

disable:N activates the RAID driver

reserve_mode:0 reserves no SCS| devices*

reserve_mode:1 reserves all not-initialized removable hard drives*

reserve_mode:2 reserves al not-initialized SCSI devices*

reserve list:h,b,t,l,hbtl,.. reserves SCSI devices at the corresponding coordinates with
h=Hostadapter, b=SCSI Bus, t=Target ID, |=LUN

reverse scan.Y reversed scanning order of the PCI controllers

reverse_scan:N normal scanning order of PCI controllers according to the
system BIOS

max_ids:x X = number of target IDs per SCSI channel (accelerates the boot
process)

rescan:Y rescan al SCSI channels/ Ids

rescan:N scan only those SCSI devices found during system power up*

* The driver parameters reserve_mode and rescan:N require Intel RAID Controller SRCU32s with
firmware version FW x.23.00 or higher.

The current default settings of the driver are:

o “gdth=disable:N,reserve_mode:1,reverse scan:N,max_ids:127,rescan:N.”

» If “gdth” isloaded as amodule, these parameters can also be added with a specia syntax.

e IRQ parameters are entered as “IRQ=" (for example, IRQ=10). Several parameters are not
separated with acomma (,”") but aspace (* “). All “:” are substituted with “=," al “Y” with
“1" and al “N” with “0.”

e Default: “modprobe gdth disable=0 reserve_ mode=1 reverse scan=0 max_ids=127 rescan=0."
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Installation of Intel RAID Controller SRCU32 StorCon
Monitoring Utility

Installation of StorCon from the Intel RAID Controller SRCU32
CD-ROM

1. If you areinstalling the StorCon from the Intel RAID Controller SRCU32 CD-ROM, then place
the Intel RAID Controller SRCU32 CD-ROM in the CD-ROM drive and mount the CD-ROM:

$ nmount /dev/cdrom/mmt/cdrom

2. Copy the StorCon utility archive to /usr/shin:
$ cp /mt/cdronm linux/install/storcon-2.02.gz /usr/bin/storcon-2.02.9z

3. Unpack the archive file and rename:
$ gunzip -d /usr/sbhin/storcon-2.02.gz
$ mv /usr/shbin/storcon-2.02 /usr/shin/storcon

Using StorCon Monitoring Utility
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To run the StorCon utility, type “storcon” at any prompt. Select the interface (Linux if locally run,
TCP/IP socketsif remote).

While using StorCon from the Linux system console, the StorCon screen may be overwritten by
system/kernel log messages. To avoid this, execute the following command (entered at the prompt
from a console session):

dmesg -n 1

When finished using StorCon, the console log level can be set back to the default level using the
following command:

dmesg -n 7

This behavior is not observed if the StorCon utility is used from an X-windows terminal window.
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Remote Monitoring with the Intel® SRCD Remote Access
Service

“sred” isthe remote access service for Intel RAID Controller SRCU32. With “sred” running, you
can manage disk arrays from a remote workstation using storage management software (for
example, StorCon) via TCP/IP.

Configure /etc/srcd.conf to send SNMP traps or execute an external program (for example, mail)
when adisk array controller event occurs. See commentsin /etc/ srcd.conf for details.

SRCD Installation Instructions from the Intel RAID Controller
SRCU32 CD-ROM

1

Copy the srcd archive to /etc (may be srcd-1.10 redhat.tgz):
$ cp /mt/cdront |inux/install\srcd-v.vv-xxxx.tgz /etc/srcd-v.vv-Xxxxx.tgz

Unpack srcd-v.vv-xxxx.tgz:
$ tar /etc/xvfz srcd-v.vv-xxxx.tgz

Runinstall.sh. It will interactively set up a start script and afile/etc/ srcd.conf:
$ ./install.s.

Edit /etc/srcd.conf to send SNMP traps or execute an external program when controller events
occur.

If sred is not running, start it by executing one of the following commands:
For RedHat Linux: $ /etc/rc.d/rc2.d/srcd start
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5 Installing Novell Netware

This section discusses instal | ation issues related to the Novell NetWare operating system and
coversversions NetWare 4.2 and NetWare 5.1. For asuccessful ingtallation, study the NetWare
system manuals thoroughly. The information provided in this section refersto the loading of the
Intel RAID Controller SRCU32 NetWare driver(s) only. Therequired Intel RAID Controller
SRCU32 disks can be created from the Intel RAID Controller SRCU32 system CD-ROM.

Pre-Installation Requirements Checklist

This section identifies the minimum hardware and software required to successfully install the Intel
RAID Controller SRCU32 and the accompanying RAID Software Suite.

Minimum Hardware Requirements

[] NOTE

The Intel RAID Controller SRCU32 will work in a 32-bit, 33 or 64 MHz PCI dot; however, a 64-bit
66 MHz dlot is recommended for maxi mum performance.

e Computer with CD-ROM drive (not attached to the Intel RAID Controller SRCU32). The
computer must be on the supported hardware list (for example, Intel SCB2 server board).

* Oneavailable PCI slot. See note above.
* PCI 2.2 compliant System BIOS.
*  SCSI hard drive(s) (the minimum required to meet the desired RAID level).

Minimum Software Requirements

* RAID Software Suite CD-ROM

e 20 MB of hard drive space

e RAID Driver Installation Diskette for NetWare
* Novell NetWare 4.2 or 5.1 Software
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New Installation of NetWare 4.2 and 5.1

The following procedures assume that the Intel RAID Controller SRCU32(s) is(are) aready
installed in the system. If you plan to install the OS to a RAID volume, you must first configure the
RAID volume through the XROM version of StorCon. At system boot time, press <Ctrl> + <G>
when prompted to invoke the XROM version of StorCon.

[] NOTE

Install all Novell patches and updates prior to installing the Intel RAID Controller SRCU32 driver
and SorCon. These updates can be found at:
http://www.novell.com

New Installation of NetWare 4.2 with the SRCRX.HAM Driver

1. Create adriver diskette from the RAID Software Suite CD-ROM. See Chapter 2 for detailsto
create this disk.

2. Start the OSingtallation from the NetWare CD-ROM. (NetWare 4.2 CD-ROMs are NOT
bootable so you must have a bootable DOS partition installed on the target hard drive and have
the appropriate DOS driver for the CD-ROM.)

At the driver summary menu select “modify drivers.”

Insert the driver diskette into drive A:

Press <Enter> on the SRCU32 driver list.

Press <Insert> in the SRCU32 controller driver menu.

Press <F3> and change the path to A:\\DRIVERS\4XX then press <Enter>.
Select the SRCRX.HAM driver and complete the installation.

© N o g ~ W

New Installation of NetWare 5.xx with the SRCRX.HAM Driver

1. Create adriver diskette from the RAID Software Suite CD-ROM. See Chapter 2 for detailsto
create this disk.

Start the OS installation from the NetWare bootable CD-ROM.

At the storage driver summary menu select “modify drivers.”

Insert the driver disk into drive A:

Press <Enter> on the storage driver list.

Press <Insert> in the storage controller driver menu.

Press <F3> and change the path to A:\\DRIVERS\5X X then press <Enter>.
Select the SRCRX.HAM driver.

Complete the installation.

© oo N o g &~ WD
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[] NOTE

The above proceduresinstall only the controller drivers. To install the StorCon NLM, follow the
procedure under Add Intel RAID Controller(s), drivers, and/or Stor Con to and existing NetWare
installation and select Sorage RAID Controller Tools Kit (STORCON.NLM) option.

Adding Intel RAID SRCU32 Controller(s), Drivers, and/or
StorCon to an Existing NetWare Installation

Install al Novell patches and updates prior to installing the Intel RAID Controller SRCU32 driver
and StorCon. These updates can be found at:
http: //Ammww.novell.com

1.

N o o A w0 DN

Create adriver diskette from the RAID Software Suite CD-ROM. See Chapter 2 for details to
create this disk.

Power off the system and add the Intel RAID Controller SRCU32 card(s).
Power on the system and boot to the OS.

Load INSTALL.NLM (For 4.2 only).

Load NWCONFIG.NLM (For 5.x and above).

Insert the driver diskette into drive A:

Do one or both of the following to install the desired packages (you do not need to reinstall the
driver package if you initially installed the driver using one of the steps under New Installation
of NetWare 4.2 and 5.1).

Installing the Intel RAID Controller SRCU32 Driver Package

1
2.
3.

o

© © N o

Select “Product options,” then “Install a product not listed.”
Change the path to A:\INSTALL and press <Enter> to continue.

Select “ Storage RAID Controller Driver” (SRCRX.HAM) by setting the cursor on its menu
item and pressing the space bar (an X will appear in the item’ s checkbox).

Press <F10> to accept the selected item.

After the file copy is complete, select “ Return to previous menu” to get back to the
INSTALL/NWCONFIG main options.

Select “Driver Options.”
Select “ Configure disk and storage device drivers.”
Select “ Discover and load additional drivers.”

Press <Enter> to continue past any module load errors not related to the Intel RAID Controller
SRCU32.
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10. Press <F3> to continue past any non Intel RAID Controller SRCU32 related hardware found by
NetWare for which a matching driver was not found.

11. NetWare will now load the SRCRX.HAM driver for each hardware instance you added in the
system and update the STARTUP.NCF file so the driver will load for each subsequent restart of
the server.

12. Select “Return to previous menu twice” to get back to the INSTALL/NWCONFIG main
options.

Installing the Intel RAID Controller SRCU32 Tools Kit Package

[

NOTE

STORCON.NLM will not find any controllers unless SRCRX.HAM is already loaded and running.
1. Select “Product options,” then “Install a product not listed.”

2. Change the path to A\NINSTALL and press <Enter> to continue.

3. Select “Storage RAID Controller ToolsKit" (STORCON.NLM) by setting the cursor on its
menu item and pressing the space bar (an X will appear in the item’ s checkbox).

4. Press<F10> to accept the selected item.

5. NetWarewill copy the necessary files, automatically load STORCON.NLM, and modify the
AUTOEXEC.NCF file to load STORCON.NLM for each subsequent restart of the server.

Configuring Tools for Remote Access

1. Create agroup SRC_Operator inthe NDS.

2. Add the Admin and all other users who will use thisinterface.
3. Load SRCIPX.NLM.
4

Start Storage Console (STORCON.exe) or Storage Console Plus (Storcon+.exe) from a
workstation using a user name of the group SRC_Operator and his’/her NetWare password.

ASPI Support for NetWare 4.2 and 5.1
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Y ou must ensure that the file NWASPI.CDM isin the server’s search path. For NetWare 4.2,
NWASPI.CDM is dready located in the server’s startup directory (C:\NWSERVER) so no actionis
required. For NetWare 5.1, copy NWASPI.CDM into the server’s startup directory from
C:\NWSERVER\DRIVERS.

NOTE

Snce the debut of Media Manager (MM.NLM) and the NetWare Peripheral Architecture
(NWPA.NLM), the need for ASPI in NetWareisrare. However, there may be a few applications
that require ASPI. Unless the application(s) requireit, do not install ASPI.
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This procedure describes how to manually install Novell’s ASPI manager module, but be aware
that you may need to follow specific instructions from the application vendor to correctly
configure ASPI.

1. Withthe server loaded and running, load INSTALL.NLM (Netware 4.2) or NWCONFIG.NLM
(NetWare 5.1).

2. Select “NCF Files Option” from the main menu.

3. Select “Edit Startup.ncf.”

4. Addthefollowing line at the end of the .CDM section of STARTUP.NCF:
LOAD NWASPI . CDM

5. Reboot the server.

Tips and Tricks

Optimize Data Throughput

High performance RAID controllers are designed for multi-1/O operations and are capable of
processing several 1/0Os simultaneously. Cache controllers with powerful on-board RISC CPUs can
handle many 1/0s per second. NetWare offers the option of adjusting the number of write I/0Os
which are loaded on the mass storage subsystem. To gain optimum performance and speed from
modern high performance disk controllers, the amount of the so-called maximum concurrent disk
cache writes has been increased with every further development of NetWare. Looking back to
NetWare 3.11, only 100 concurrent disk cache writes were possible. With NetWare 4.10, it can be
as much as 1000.

The number of concurrent disk cache writes delivering the best performance is highly dependent on
the performance of the installed disk controller, the amount of cache RAM on the controller and the
hard drives. The Intel RAID Controller SRCU32's can easily cope with up to 500 simultaneous
requests. The following command line enables the adjustment of a new number under NetWare
(default value = 50):

set maxi mum concurrent di sk cache wites = Xxxx

Where “xxxx” represents the required number of concurrent disk cache writes.
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“Cache Memory Allocator Out of Available Memory” in PCI-ISA
Systems

PCI systems which are not equipped with an EISA Bus behave in the same way asan ISA
mainboard with regard to the available RAM memory. NetWare therefore does not automatically
recognize the available memory above 16 MB. Thecommand r egi st er nmenory alowsthe
registration of memory above 16 MB. Memory shortage can appear while loading several
applications simultaneously on the server, especialy where large volumes are concerned. Thisis
because the register memory command is normally carried out in the “autoexec.ncf” file. Thisis
usually located in the SY Svolume. An “autoexec.ncf” file placed in the DOS partition of the
NetWare Server helpsto get around this problem. To carry out this process, the hard driver must be
removed from the “ startup.ncf” and inserted into the “autoexec.ncf” in the DOS partition. After
completing this process, the hard driver must be loaded directly after the register memory command
asindicated in the following “autoexec.ncf” file example:

regi ster menory 1000000 1000000

LOAD C: SRCRP312

An additional start file can be loaded on the SY S volume for differentiation, for example, with the
name “autonet.ncf.”

Installing NetWare 4.1 - Wrong Drive Name

The following problem often occurs when installing NetWare 4.1 server. While copying the
module “cdrom.nIm,” the system hangs. This problem only occurs when the CD-ROM drive's
name under MS-DOS is“cdrom.” For example, the config.sys/autoexec.bat contains the
following files:

DEVI CE=aspi cd. sys / D: cdrom

and

nscdex / D: cdrom

To avoid this problem, change the CD-ROM’ s name in DOS to another name. For example, use:

/D:scsicd instead of '/D:cdrom

NetWare-Server Not Stable When Under High Utilization
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High server utilization combined with alarge number of applications running on the server can lead
to an increase in the number of dirty cache buffersresulting in an unstable server. To avoid this
situation, modify the following parameters.

* Increase the number of concurrent disk cache writes for the disk subsystem. Set maximum
concurrent disk cache writes. This parameter can be increased up to 500 for high performance
controllers and fast hard drives.

e Decrease the delayed write standard parameter. Set dirty disk cache delay time. This
parameter sets the time where dirty buffers are written (flushed) from the cache of NetWare to
the hard drive. The minimum valueis 0.8 seconds. Care should be taken not to go below
0.8 seconds because this value influences server performance substantially.
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Intel RAID Controller SRCU32 and Non-ASPI Compatible
Controllers

If an Intel RAID Controller SRCU32 is operated under NetWare together with another
controller/host adapter which does not support the ASPI standard, SCSI raw devices cannot be
operated on both controllers (tapes, CD-ROMs).

In general, NetWare gives preference to controllers which support the ASPI Standard (for example,
Intel RAID Controller SRCU32, Adaptect). As soon as “aspitran.dsk” isloaded (auto-loading
module) tapes and CD-ROMs on the ASPI non-compatible controller are no longer recognized. To
avoid this problem, the “aspitran.dsk” file can be deactivated via a modification.

To deactivate “aspitran.dsk,” find the string “ ASPI_Entry” by using a Disk-Monitor in
“aspitran.dsk” (please pay attention to upper case letters etc). Modify the string by replacing “A”
withan “X” (for example, “XSPI_Entry”). The modified “aspitran.dsk” enables the operation of
raw devices on non-ASPI-compatible controllers.

[] NOTE

After this modification, no other raw devices (tapes, CD-ROMS) are recognized on the Intel RAID
Controller SRCU32 or Adaptec.

Last Status Information

All Intel RAID Controller SRCU32 Controllers temporarily store the status information from all
hard drivesthat are connected to that controller. Thisinformation can be useful when searching for
possible causes of disk failures or interferences. The last status information consists of a
hexadecimal, 8-digit number and can be displayed via the StorCon or saved in a SAVE
INFORMATION ASCII file. Theinformation istemporarily availablein the Intel RAID Controller
SRCU32'sRAM. Therefore, it isimportant to check thisinformation before switching off and
before carrying out a Reset if adisk failure has occurred or if interference was present. The last
status information is divided into controller-specific and SCSI-specific messages. A detailed
description can be found in the “laststat.pdf” file.

Adding Additional Capacity After an Online Capacity Expansion

The additional capacity resulting from an online capacity expansion of an existing array driveis
introduced to the system as a new host drive. To be able to make use of the new capacity without
having to down the server, type “ scan for new devices’ on the server console to recognize the new
capacity. Use“Install” to build new partitions and volumes.
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Notes on ARCserve’

Make sure that you always have the latest version of the ARCserve software.

The back-up program ARCserve can be used in connection with the Intel RAID Controller
SRCU32. The communication between the tape device (for example, DAT, DLT) and the

Intel RAID Controller SRCU32 takes place through the ASPI interface. For this purpose, the Intel
RAID Controller SRCU32 ASPI Manager “aspitran.dsk” is needed. When loading the regular
Intel RAID Controller SRCU32 NetWare driver (for example, srerp311.dsk), the ASPI Manager is
automatically loaded, too. During theinstallation of ARCserve, choose Adaptec ASPI Manager as

the interface.
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6 Installing UnixWare

This section discusses installation issues related to the UnixWare operating systems

(UnixWare 7.1.1). For asuccessful installation, study the SCO UNIX system manuals thoroughly.
Therequired Intel RAID Controller SRCU32 disks can be created from the Intel RAID Controller
SRCU32 system CD-ROM.

General Installation Notes

This section identifies the minimum hardware and software required to successfully install the Intel
RAID Controller SRCU32 the accompanying RAID Software Suite.

Minimum Hardware Requirements

[] NOTE

The Intel RAID Controller SRCU32 will work in a 32-bit, 33 or 64 MHz PCI dot; however, a 64-bit
66 MHz dlot is recommended for maxi mum performance.

e Computer with CD-ROM drive (not attached to the Intel RAID Controller SRCU32).
Computer must be on the supported hardware list (for example, Intel SCB2 server board).

* Oneavailable PCI dot. See note above.

e PCI 2.2 compliant System BIOS.

e SCSI hard drive(s) (the minimum required to meet the desired RAID level).

Minimum Software Requirements

» RAID Software Suite CD-ROM

e 20 MB of hard drive space

e RAID Driver Installation Diskette for UnixWare
e SCO UnixWare 7.1 OS software
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Installing the Intel RAID Controller SRCU32 as an
Additional Controller

Two cases are discussed bel ow.

No Intel RAID Controller SRCU32 Has Yet Been Configured for
UnixWare

In this case, the Intel RAID Controller SRCU32 driver must be installed from the UnixWare
BTLD-Disk by means of the UnixWare desktop and the options “ System Setup,” “ Application
Setup.” Alternatively, this procedure can be carried out from the UnixWare shell:

“pkgadd -d /dev/ dsk/fOt” (Intel RAID Controller SRCU32 driver disk in drive 0).

An Intel RAID Controller SRCU32 Has Already Been Configured
for UnixWare

In this case, you only have to add an additional entry for the new Intel RAID Controller SRCU32.
Thisis carried out by the command.

/etc/scsi/pdiadd -d DRQ -v I RQ -m MEM srch

For DRQ use 0 (not necessary for PCl boards). For IRQ write the IRQ number that Intel RAID
Controller SRCU32 uses. MEM corresponds to the DPMEM address of the Intel RAID Controller
SRCU32 (whichis displayed in the BIOS message of the Intel RAID Controller SRCU32 after
power up). In both cases, you have to carry out a cold boot to use the new Intel RAID Controller
SRCU32 under UnixWare.

Example: /etc/scsi/pdiadd -d 0 -v 12 -m c8000 srch.

Then reboot of the UnixWare system. No kernel link is required because the driver will be
dynamically loaded.

Installing an Operating System onto a Host Drive or
Single Disk

[] NOTE

When installing UnixWare, create only one RAID device (host drive) on which the operating system
isto beingtalled.

1. Create and configure one RAID device from the BIOS of Intel RAID Controller SRCU32
StorCon (accessed by pressing <Ctrl> + <G>).

2. Insert UnixWare 7.1 installation diskette 1 of 2 which was included with the OS user’ s manual.
Installation begins.
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During the installation UnixWare prompts you to insert a Host Bus Adapter (HBA) diskette.
Insert the Intel RAID Controller SRCU32 installation diskette. If you do not have the Intel
RAID Controller SRCU32 installation diskette for the operating system that you are installing,
then create it before continuing. See Chapter 2 for instructionsto create this disk.

3. During the ingtalation of UnixWare, you will be prompted to install the Network Information
Services (NIS) package. By default the installation will configure the system as an NIS client.
See the system administrator for configuration of the NIS services.

[] NOTE
Installation of this service may take an extended period of time.

If you do not plan on using the NISor thereis not an NIS server present on the network that you
are installing this system onto, defer installation of NISat thistime by pressing <F8> at the NIS
configuration screen.

4. After completing the OS installation, proceed to the next paragraph to complete the Intel RAID
Controller SRCU32 install ation.

Installation of the RAID Software Suite for UnixWare

1. Ensure that the minimum configuration requirements have been met. See the Minimum
Hardware and Software Requirements sections.

2. Logininto the UnixWare server with administrative (ROOT) rights.

3. Insert the RAID Software Suite CD-ROM in the CD-ROM drive and mount the CD-ROM.
[0 Create adirectory to mount thefile. For example, type “mkdir cdfiles’ at the prompt.
0 Mount the CD-ROM to the folder by typing:

mount -F cdfs -r /dev/cdrom cdronml /cdfiles

Coordinates of SCSI Devices

Host Adapter Number (HA)

The host adapter number assigned to the Intel RAID Controller SRCU32 is derived from the PCI
slot number of the Intel RAID Controller SRCU32. Therefore, if thereisonly one Intel RAID
Controller SRCU32 ingtalled in the PCI bus computer system, the host adapter number is 0. If
there are two Intel RAID Controller SRCU32s installed, the Intel RAID Controller SRCU32 with
the lower PCI Slot number is assigned host adapter number 0 and the Intel RAID Controller
SRCU32 with the higher PCI slot number is assigned host adapter 1.
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NOTE

After a cold boot, the Intel RAID Controller SRCU32 BIOS displays two messages, each beginning
with the controller’s PCI dot number, for example, “ [PCI 0/3] 4 MB RAM detected.” The number
after the“/” isthe dot number of the controller. Thiswill help determine the order of the Intel
RAID Controller SRCU32s and which host adapter number is assigned to them by UnixWare.

UnixWare Bus Number, Target ID and LUN

Target IDs and LUNs for “Non-Direct Access Devices’ (devices like streamers, tapes and
CD-ROMs and therefore not configurable via StorCon), are directly assigned to the SCSI 1D and
the channel of the Intel RAID Controller SRCU32. Host drives are assigned in increasing order to
the free coordinates (bus number and target ID; LUN is always 0).

Configuration Example

In the PCI computer are two Intel RAID Controller SRCU32s (HA 0 = First Intel RAID Controller
SRCU32, HA 1 = Second Intel RAID Controller SRCU32), each with two SCSI channels.

1 Hard Drive
1 Hard Drive
1 Hard Drive
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1 Streamer
1 CD-ROM

1DAT

Table 13.

as host drive no. 0 on HAO
as host drive no. 0 on HA1
as host driveno. 1 on HA1

SCSI ID 2, LUN 0 on SCSI channel A of HAO
SCSI ID 3, LUN 0 on SCSI channel B of HAO
SCSI ID 2, LUN 0 on SCSI channel A of HA1
Theresulting HA, Bus, Target ID, and LUN are indicated in the following table.

UnixWare Bus Number, Target ID, and LUN

HA

Bus

Target ID

Lun

Device

First hard drive, host drive no. 0 (boot drive)

Streamer

CD-ROM

Hard drive, host drive no. 0

Hard drive, host drive no. 1

DAT

Rkl k Rkl ololo

[elNelNolNolil JNolNel

W NP O W N O

[elNelNelNeolNolNol o)

Hard drive, host drive no. 2
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Additional Information

During the installation of the Intel RAID Controller SRCU32 driver, additional tools are copied
into the /etc directory. Before you can use them you have to create a specia device file named
/dev/ rsrch by means of “link.” This device file hasto be placed on a device of an Intel RAID
Controller SRCU32 host drive.

With “RAIDSYNC" from the /etc directory, you can determine the coordinates of an Intel
RAID Controller SRCU32 host drive. Usually thefirst host drive has the coordinates
c0b0t0dO0.

A special devicefile (character device) is/dev/rdsk/cOb0t0d0s0. In this case, /dev/rsrch can be
generated with: In /dev/rdsk/cOb0t0d0s0 /dev/rsrch.

(cO=HA, b0 = Busnumber, t0=Target ID 0, d0 = LUN 0, sO = UnixWare partition).

All new SCSI devices are automatically recognized and a corresponding special-device-fileis
generated.

Host drives must be partitioned and a file system/file system(s) must be created. Y ou can do
this with “ diskadd cCbBtTdD.”

When using Direct Access Devices with exchangeable media (for example, removable hard
drives) that are not reserved for the raw service, media has to be inserted either when the
system is booted, or with StorCon (mount/unmount). Otherwise the device will not be
available under UnixWare.

The Intel RAID Controller SRCU32 UnixWare driver supports Direct Access Devices (for
example, hard drives and removable hard drives) as SCSI-raw devices. Thisis especially
important if you use removable hard drives which you want to exchange with other controllers.
How to reserve adevice for the SCSI-raw service is described in the “ space.c” file on the Intel
RAID Controller SRCU32 BTLD disk (example and documentation).

Multi-processor support: The Intel RAID Controller SRCU32 device driversfor

UnixWare 7.1.1 support multi-processor systems.
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Storage Console

Storage Console (StorCon) is a helpful and flexible setup and diagnosis tool for the configuration,
monitoring, maintenance and tuning of mass storage subsystems that are based on one or more Intel
RAID Controller SRCU32. Unlike Storage Console Plus (StorCon+), a GUI-style application for
Windows 9x/NT/2000, StorCon’ s user interface is character-oriented and available for all operating
systems. Information on StorCon+ isfound in Chapter 8, Storage Console Plus. StorCon isalso
part of the Intel RAID Controller SRCU32's Flash-RAM and can be loaded at system boot level by
pressing <Ctrl> + <G>.

[] NOTE

Some features are only available from the BIOSFlash-RAM version of the SorCon to prevent users
from experiencing unrecover able events.

StorCon Features

Diagnosis and configuration functions

Online capacity expansion of disk arrays

Host drives which can be setup and configured under normal operation

Monitoring functions which indicate the performance of the various components, cache
statistics

Enhanced repair functions for disk arrays with failed drives

StorCon Is

Available as both an executabl e program under various operating systems, and a rom-resident
program loadable with <Ctrl> + <G> at system boot level (for example, without an operating
system)

Available for NetWare 5.1, Windows N T, Windows 2000, Linux, and SCO UnixWare
Loadable locally (on the server) or remotely from an authorized workstation (support of various
protocols)
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Loading StorCon

The StorCon program is available for various operating systems (NetWare 5.1, Windows NT,
Windows 2000, Windows 95/98, Linux, and SCO UnixWare). It can be used either locally or
remotely. All Intel RAID Controller SRCU32sin anetwork can be monitored and serviced from
one or several workstation(s).

Loading the StorCon Program Under NetWare

The StorCon program for NetWareis part of the Intel RAID Controller SRCU32 System CD-ROM.
StorCon can be used under NetWare 5.1. There are two methods of loading StorCon.

* Loading StorCon on the fileserver
» Loading StorCon on an authorized workstation (remote)

Loading StorCon on a Fileserver

[]

NOTE

The Intel RAID Controller SRCU32 NetWare driver and the auto-loading module CTRLTRAN must
have been previoudly loaded on the fileserver. Use the following command to load Stor Con:

LOAD St or Con

Loading StorCon on a Workstation

[] NOTE
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The Intel RAID Controller SRCU32 NetWare driver, the auto-loading module CTRLTRAN and
module CTRLIPX.NLM must have been previoudy loaded on the fileserver console. This module
searches for a file named CTRLIPX.CFG. Thisfile must be located in the same directory as
CTRLIPX.NLM. Additionally, the system administrator must set up a user group hamed
IIR_OPERATOR. All usersbelonging to this group are given access (through SorCon) to the Intel
RAID Controller SRCU32(s) in this specific fileserver (Access level 0).

L oad the StorCon program from one (or more) workstation(s) using the following command:

St or Con
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Loading the StorCon Program Under Windows NT/2000

1.

10.

11.

12.

13.

14.

Ensure that Windows has been configured to meet all the requirements of the RAID Software
Suite setup.

If the Intel RAID Controller SRCU32 has not been installed into the computer, then install it
before continuing. Consult Chapter 2 for details when installing the Intel RAID Controller
SRCU32.

Log into Windows using a user account with administrative rights.

Insert the RAID Software Suite CD-ROM in the CD-ROM drive. Select “Install” to install
StorCon.

Click “Yes’ if you agree with the License Agreement.
Click “Next” after reading “Information.”

Select Components - Select one of the following (Remote or Local administration):

a. Loca Administration:
Select the components that you wish to install or select the default selections
(Windows NT, see Figure 11) (Windows 2000, see Figure 12). Click “Next” to continue
the installation.

b. Remote Administration:
Select “Remote Storage Console” under “Management Tools” (Windows NT, see
Figure 11) (Windows 2000, see Figure 12). Click “Next” to continue the installation.

Choose “Destination Location.” Use the default directory for installation and click “Next.”
Select the “Program Folder.” Use default Program Group and click “ Next.”

After the file copy completes, restart the computer to complete the installation for NT. For
Windows 2000 where the OS isinstalled on a non-RAID device, continue with step 12.

Windows 2000 Only: Reboot the server and log into Windows. If the OSis not on aRAID
device, you will see apop up message, “Found New Hardware.” The OS has detected the
RAID management driver.

Continue by clicking “Next.” The OS will attempt to locate the drivers for this device.

Do not let the OS locate the driver. When prompted, uncheck the boxes for “ Floppy” and
“CD-ROM.” Place acheck in the “ Specify Location” box.

Type the following location: “c:\program files\raid software suité\drivers.”

[] NOTE

Thisisthe default installation location. 1f you have not chosen the default during installation, type
in that location. Thisisimportant to keep the Found New Hardware pop up from appearing each
time you log into Windows.

15.

Finish the install ation and reboot.

This completes the installation procedure for Windows.
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InstallShield Wizard

Select Components

Chooze the components Setup will instal,

Select the components you want ta install, and clear the components you do not want to

inztall.

™ Storage Conso
Starage Conzale Plus
| RAID Configuration Service

-] RAID b ail Likiliky
“ ] SNMP Management v.3.00

— Dezcription

& character-bazed.
menu-diven tool uzed for
zetting up, manitaring and
maintaining mazz storage
device subsyztems bazed on
Storage RAID Caontrollers.

Space Reguired on C: 0k
Space Avalable on C: 18369560 K.
| metallEeld
< Back | et » I Canicel
Figure 11. Component Selection (Windows NT)
Installshield Wizard

Select Components

Chooze the components Setup will inztall,

Select the components you want ta install, and clear the components you do not want to

inztall.

Stora ge Conzole

E v Storage Conzole Plus «.2.00
RaID Configuration Service
e[ FaID Mail Utility

----- []5MMP Management v.3.00

Space Required on C;
Space Available on C;
| rgtallEheld

— Description

& character-baszed,
menu-driven tool uzed for
zetting up, monitoring and
maintaining mazs storage
device subszystems bazed on
Storage RalD Controllers.

0K
18363560 K

< Back | MHext = I Cancel

Figure 12. Component Selection (Windows 2000)
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Uninstalling the RAID Software Suite

A WARNING

Uninstalling the RAID Softwar e Suite from a computer that has the operating system installed on
a host drive or pass-through disk will result in the inability to reboot the operating system. This
could result in data loss.

To remove the RAID Software Suite from Windows 2000 follow the instructions bel ow.

1. Ensurethat you have closed all applications and are logged in with administrative rights.
2. Open the Control Panel and launch the Add/Remove programs icon.
3. Select the RAID Software Suite and click “Change/Remove” for Windows 2000 or “ Add/
Remove’ for Windows NT.
4. ThelnstalShied Wizard begins.
Installshield Wizard
Welcome

kodify, repair, or remosve the proagran.

Welzame tao the BAID Software Suite Setup Maintenance program. Thiz prograrm lets you

madify the current ingtallation. Click one of the options below.

i+ Modify

Select new program components to add or select currently inztalled
compohents ta remove,
" Bepair
ﬁ Reinstall all pragram companents installed by the previous setup.
i Bermove
@ Remove all installed componetts.
| rgtallEheld
< Black | MHext » I Cancel |
Figure 13. Add/Remove Programs (Windows 2000 Example)

Windows 2000:

a Select “Remove” and click “Next.”

b. A progresswindow appears asfiles are removed. (Note: The RAID device driver will not
be removed. Only the RAID software components will be removed).

c.  When finished, the Maintenance Complete window isdisplayed. Click “Finish” to
complete the removal of the RAID software components.
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Windows NT 4.0:

a.  Select “Modify” and click “Next.”

b. The Select Components screen will launch. Remove the check from the check box in front
of each component that you wish to remove. Do not remove the check from the box in
front of the RAID Device Drivers component unless you intend to remove the device
drivers.

NOTE

If you remove the device drivers and you are booting to a host drive, you will be unable to reboot
back into Windows. The operating systemwill be inaccessible. Click “ Next.”
c. A Question Box will appear if you have deselected Storage Console(s). Click “Yes’ to
continue the uninstall.
d. Thelnstalshied Wizard Complete window isdisplayed. Click “Finish” to close the
window.

5. After file removal finishes, reboot the computer to complete the uninstall.

Loading the StorCon Program Under Windows 95/98

The StorCon program for Windows 95/98 is part of the Intel RAID Controller SRCU32 System
CD-ROM. To load the program under Windows 95/98, type the following command at the prompt:

St or Con <Ent er>

NOTE

To monitor the server(s) remotely using Stor Con, load MON4SOCK.DLL in the same directory as
StorCon. It supports SPXT/IPX and TCP/IP network protocols (for NetBIOSyou can load instead
MON4NETB.DLL).

Loading StorCon Under Linux
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The Intel RAID Controller SRCU32 System CD-ROM for Linux includes the archive:

» StorCon.tgz, StorCon, and object files (Intel).
e Thisarchiveincludes all object filesto create StorCon, as well as an executable StorCon
compiled on a current Linux version.

Load StorCon by typing the following at the prompt:

St or Con <Enter>

NOTE

To monitor the server(s) remotely using Stor Con, load MON4SOCK.DLL in the same directory as
SorCon. This DLL supports SPX/IPX and TCP/IP network protocols (for NetBIOS you can load
instead MON4ANETB.DLL).
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Loading StorCon Under SCO UnixWare
Load StorCon by typing the following at the prompt:

St or Con <Enter>

[] NOTE

To monitor the server(s) remotely using StorCon, load MON4SOCK.DLL in the same directory as
SorCon. This DLL supports SPX/IPX and TCP/IP network protocols (for NetBIOS you can load
instead MON4NETB.DLL).

The StorCon Program

The structure of the Intel RAID Controller SRCU32 firmware has four different levels of hierarchy.
Level 1 where the Physical Devices are found, level 2 containing the Logical Drives (made up of
one or several physical drives), level 3, the Array Drives, and finally, level 4, the Host Drives.
Only host drives are known to the operating system. Using the drives of the next lower level as
components always sets up the drive of agiven level of hierarchy.

The structure of the Intel RAID Controller SRCU32 firmware has four different levels of hierarchy.
Level 1 where the Physical Devices are found, level 2 containing the logical drives (made up of one
or severa physicd drives), level 3, the array drives, and finally, level 4, the host drives. Only host
drives are known to the operating system. Accordingly, StorCon has various menu options, each
referring to alevel of hierarchy.

Host Drives Level 4
Arrays Drives Level 3
Logical Drives Level 2

Physical Devices Level 1

Intel RAID Controller SRCU32 can simultaneously control most types of host drives. For example,
agiven system’'sdrive C isahost drive (consisting of asingle hard drive), drive D isatype RAID 5
array drive, drive E isa Chain host drive, and drive F is a CD-ROM which communicates with the
OS through corel SCSI and the ASPI manager.
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The following table lists the host drive types that can be created with the Intel RAID Controller
SRCU32 Firmware.

Table 14. Host Drive Types

Minimum
Number of
Type of Host Hard Drives
Drive Description of Host Drive Required
Disk 1:1 assignment: host drive to hard drive (sometimes also called JBOD) 1
Chain Concatenation of several hard drives 2
RAID 1 Mirroring 2
RAID 0 Data Striping 2
RAID 4 Data Striping with parity drive 3
RAID 5 Data Striping with striped parity 3
RAID 10 Combined RAID 0 and RAID 1 4

After loading StorCon, the screen in Figure 14 appears (press <F10> to toggle between a black and
white or color display).

Select Interface

Interface represents the way in which StorCon connects with the Intel RAID Controller SRCU32.
In this example “WIN 9x/NT/2Kk,” (see Figure 14) indicates that the StorCon is the Windows
version and is loaded on a Windows system. If you press <Enter>, StorCon scansthe local system
for Intel RAID Controller SRCU32s.

e

Select interface iz
CWin. 9x/HT. 2k}
Sockets
. Fid: Toggle colors

Figure 14. Select Interface
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Selecting “ Sockets’ allows for the remote connection of this workstation with servers using Intel
RAID Controller SRCU32s. Select TCP/IP or IPX/SPX network protocols. To access the servers
with Intel RAID Controller SRCU32s, the corresponding remote service must be loaded on the
server. Users must be assigned access rights (Name, password). See Figure 15. After selecting
“Sockets’” and “TCP/IP’ you may enter the |P address of the server (if you choose “ SPX/IPX”
StorCon will scan the network for suitable servers which have SPX/IPX protocol). Enter user name
and password as appropriate.

Remote Machine
| Mame - Address:- 192.87.3.35_ |
192.89.3.35% login
| Mame: IntelligentRAID_ |

Figure 15. Remote Machine

Select Controller

After the login procedure StorCon displays alist of Intel RAID Controller SRCU32s which are
installed in the server (in this example one SRCU32, see Figure 16). Thislist includes controller
name, the PCI Bus system (O=primary, 1=secondary, etc.) and the PCI slot number, the controller’s
features (C=Chaining, 0=RAID 0, 1=RAID 1, 4=RAID 4, 5=RAID 5, 10=RAID 10), and the
firmware level. After selecting the controller by pressing <Enter>, al further changes to these
settings within StorCon refer to this Intel RAID Controller SRCU32 and the connected devices.

Select Controller
Ho. Hame Position Features Firmuare
1] SRCU32 [FCI B-11 CHA145 18 2.32.00-RBB2
Fid: To

le Colors

Figure 16. Select Controller
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Monitor and Express / Advanced Setup

StorCon offers two fundamentally different operating modes, Monitor with monitoring functions
and Express Setup/Advanced Setup with configuration functions. See Figure 17.

Exprezs Setu
Repair Array Drives
— Monitor
Uiew Statistics
Uiew Events
Uiew Hard Disk Info
Save Information

F4: Advanced Setu

Advanced Setup
Configure Controller
Configure Phusical Devices
Configure Logical Drives
Configure Array Drives
Repair Array Drives
— Monitor
Uiew Statistics
Uiew Events
Uiew Hard Disk Info
Save Information

F4: Express Setu

Figure 17. Monitor and Express Setup / Advanced Setup Menu

Menu options can be selected either with the cursor up/down keys, or by pressing the highlighted
character. Press <F4> to switch between the Advanced Setup and Express Setup modes.

Monitor Menu
The monitor menu has the following menu options. See Figure 17.

* UseView Statigtics to supervise the performance of the different components of the RAID
subsystem.
* View Eventsis an enhanced event recorder for RAID and controller-specific events.

Use View Hard Drive Info to view detailed information on the connected devices (important are the
retries, reassigns, grown defects, and last status information).

Use Save Information to create a complete protocal file of the current RAID subsystem including
all settings of the Intel RAID Controller SRCU32 and the drives. Thisfile can be used for remote
diagnosis.

Express Setup / Advanced Setup Menus
Express Setup and Advanced Setup (Chapter 7) have the following menu options. See Figure 17.

1. Use“Configure Host Drives’ to configure already existing host drives or create new ones. For
example, you can create a new host drive under normal operation without shutting down the
compulter.

2. Use“Repair Array Drives’ to repair array drives which have failed drives.
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3. Use“Configure Controller” to setup the Intel RAID Controller SRCU32. Here, you can change
the cache settings, termination, and memory test, etc.

4. Use"Configure Physical Devices’ toinitialize the devices at the physical level, for example,
change the SCSI protocoal, transfer rates, etc.

5. Use*“Configure Logical Drive’ to configure or create logical drives.

6. Use"“Configure Array Drives’ to configure or create array drives.
Monitor Menu

View Statistics

The View Statistics menu (Figure 18) displays the performance of the drives and their
corresponding level of hierarchy. The throughput of the drivesis displayed in KB’s (KiloBytes per
second) and 1/0O’ s (1/Os per second, number of 1/0O’s on the controller). The performance figures

reflect the load on the controller and not necessarily the maximum performance the controller can
deliver.

View Statistics
ost Drives
Logical Drives
Physical Drives

Cache statistics
Sample rate
Logging On-s0ff

Figure 18. View Statistics Menu

When selecting a drive’ s statistics, StorCon displays alist of all drivesfor a particular RAID level
(for this example the physical drive for RAID level 1). In addition to the performance report on the
drives, the menu monitor displays the hard drive 1/O channel, hard drive ID, hard drive name and
hard drive gross capacity (1 MB = 1024 KB). See Figure 19. The figures shown at TOTAL
represent the performance of the host drives as awhole. With the left arrow and right arrow keys
you may change the scale of the graphical KB/sindication. With the up arrow and down arrow
keys you can scroll the screen to see additional drives (if available).
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Physical Drive Statistics
.5 1.8 1.% 2.8 2.5 3.8 3.5 4.8 4.5 5.8 HMBrs
KBss 10ss
a a

SCSI-B 1D:8
a a

§CSI-B 1D: SEAGATE ST392@4LC Size: 8718 MB
292 34

§CSI-B ID:2_ SEAGATE $T39204LC Size: 8718 MB
862 33

SCS8I-B ID:3 SEAGATE 5T392B4LC Size: 8718 MB

.8 B.5 1.8 4.5 2.8 2.5 3.8 3.5 4.8 4.5 5.8 MBrs
KBss 10ss
2874 29

TOTAL

Figure 19. Physical Drive Statistics

Use " Cache Statistics’ to view the utilization of the Intel RAID Controller SRCU32’ s caches (read
cache and write cache). This menu also displays the size of the cachein KB and the settings of
both caches (on or off). The figures for “cache hits’ show how often requests can be serviced out
of the cache, for example, without triggering an immediate disk 1/0O.

Use “Sample Rate,” to choose theinterval a which the Intel RAID Controller SRCU32 delivers
new measurements. Depending on the operating system used, the sampling rate can be set to a
maximum of 60 seconds. The default setting is 1 second.

Use “Logging On/Off,” to create alog file which records al the statistical values over alonger
period. If you choose On, StorCon asks for the path/name of the log file. See Figure 20.

Logfile: physstat.log_

Figure 20. Logfile Name

View Events

Use “View Events’ to display Intel RAID Controller SRCU32 events. Events can also be recorded
and saved into alog file. This menu option gives the administrator the ability to analyze and
supervise array drives. See Figure 21.
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Controller Events

Ctr Cnt Eut Text

1 42 Array Drive B: parity build started

Array Drive B: parity build finizhed successfully
Array Drive B: parity build started

Array Drive B: parity verify done

Array Drive B: parity verify started

Array Drive B: parity build finiszhed successfully

Array Drive B: parity build started

Array Drive B: parity build finizhed successfully

Array Drive B: parity build started

Array Drive 3: drive build finished successfully

Array Drive 3: drive build started

Array Drive g: parity build finished successfully
ro

DRI EEDE SRS S
Pk ke ok ok ok ok ke ok ok ok ok ok

Array Drive parity build started
t1: scroll, FB: clear., F2: save + clear

Figure 21. Controller Events

View Hard Drive Info

View Hard Drive Info menu shows information for hard drives. The hard drive information (shown
in Figure 22) includes SCSI Channel, SCSI 1D, Vendor, Product Type, Retries/Reassigns, Grown
Defects, and Last Status.

Hard Dizk Information

Chn ID WUendor Product Sync. Retr.- Reass. GrDef. Last Status
SCSI-B A SEAGATE ST3%2R84LC SHMB [P A BxAABEBERA

SCEI-B 1 SEAGATE ST392G4LC 26MB A8 A BxAReEREEA

SCSI-B 2 SEAGATE ST392R4LC 88MB a-8 A BxBAREBABAA

SCSI-B 3 SEAGATE ST392R4LC 88MB a-a 2 BxBARBBABAA

SCSI-B 4 SEAGATE ST37204LC 88MB 8.8 8 OxBEBBBBeA
Fil: Refresh

Figure 22. Hard Drive Information

The Retries Counter

The Retries counter records the number of retries to a hard drive (the counter isincremented by one
unit whenever the Intel RAID Controller SRCU32 retriesto access ahard drive. If the counter
continues to increase, it islikely that the cable is not adequate for the selected data transfer rate
(cableistoo long, of poor quality or connectors are of poor quality) or that the SCSI busis not
properly terminated (too many terminators on the cable or a missing terminator). In very few cases
isthe hard drive defective. The retries counter also increments when the SCSI parameters of a hard
drive are changed.

The Reassigns Counter

The Reassigns counter records the number of media defects which occur on ahard drive. Defective
blocks of ahard drive are assigned subgtitute blocks (spare blocks) that are either on the same track,
or on aternate onesif all spare blocks on the same track are already in use. The administration of
the reassignments is carried out by the hard drive through reassignment tables. If you observe that
the number of reassignsis constantly increasing, you may assume that something is wrong with

the drive.
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If ahard drive works with aternate tracks, it is generally no longer suitable for applications with
high performance expectations. Whenever a defective block is being accessed, the read/write
actuator has to move to an aternate position and this requires extratime.

The Grown Defects Counter

The Grown Defects counter records the number of media defects that have occurred since the
device wasfirst operated with an Intel RAID Controller SRCU32. A hard driveisin good
condition when it has O grown defects. Any value greater than O indicates a grown defect
condition. For more information on grown defects see Chapter 7, View Status/Defects.

Last Status

90

Last Status information should always be 0x00000000. After a device failure or other significant
events, adifferent value may be displayed here. Thisvalueisvolatile and is reset to 0x00000000
after each power up and/or reset. If you press <Enter> on a Drive, StorCon displays additional
information on the SCS| parameter settings, as shown in Figure 23.

Hard disk Information
: SEAGATE ST3?284LC

Sync. Transfer Enahled
Sync. Transfer Rate

Sync. Transfer Mode.

Data Path Width

Domain Validation -..:= On
Disconnect Enabled
Disk Read Cache On

Disk Write Cache ...: On
Tagged gqueues On

Grown defects A
Last status uptiololololololols)

Figure 23. Hard Drive Last Status
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Save Information

Use the Save Information menu option to save the configuration information of the selected Intel
RAID Controller SRCU32 and its devicesin an ASCII-file. See Figure 24. Such system
information/ documentation would be helpful should you require support.

Uiew Information
Intel<R» Storage Console —— Uersion 2.88 — Jul 18 2861

DatesTime: Tue Aug @7 17:39:18 26881

Operating system: Windows 9x/NT-2888, Uersion: 5.88, Reu. 2195
Driver version: 3.2

Processor: x86 Family 6 Model 8 Stepping 3

Physical memory: 138548 KB

Controller Information

Type: SRCU32 Slot-/Address a-s1
Firmware version: 2.32.00-RB@2 Serial no.: ABAFF?DF8
Features: CBAi145 1@ Channel count: 2

Eache: On Delayed Write: On

Figure 24. Save Information

At the end of this protocol is achronological listing of boot messages and other events stored in the
Flash-RAM of the Intel RAID Controller SRCU32. If the buffer isfull, the oldest events are
deleted first.

[] NOTE

In the menu “ Configure Controller” the logging buffer can be cleared with “ Clear Log Buffer.”
The log isa good source of information for analyzing complex events and problems. See
Figure 25.
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Uiew Information
Screen service messages ~ Async. events

parity build finished successfully
parity build finished successfully
parity build started

parity build finished successfully
parity build started

parity verify done

parity verify started

parity build finished successfully
parity build started

parity build finished successfully
parity build started

drive build finished successfully
drive build started

parity build finished successfully
parity build started

Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive
Array Drive

ARWWRRRARRERERRR@N

Figure 25. Screen Service Messages and Async. Events

Express Setup

Configure Host Drives

[]

Express Setup Configure Host Drives allows for easy installation of new host drives.

NOTE

Creation of a host drive as Sngle Disk, RAIDO, RAID1 or RAID10 is non-destructive so that the
partition table of the new drive (which could have conceivably been used on another SCS HBA)
could have valid data. To prevent this from occurring, run a surface check on each disk before
creating hosts.

NOTE

Apart from minor differences, this menu option is identical to menu option Configure Host Drives
in Advanced Setup, Chapter 7. In Express Setup, the user may not select a stripe size (defaults to
128 KB) or use the Split/Merge functions.

Host Drive States

92

After clicking on Configure Host Drives, StorCon displays alist of existing host drives. In anew
system thislist shows no host drive entries. In the example in Figure 26 one host driveis available,
and itisaRAID 5 array drive (with approximate 17 GB capacity). The statusisready, meaning
that this host drive is fully available and redundant.
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]

“"— F4: fAdvanced Setup —

Figure 26. Select Host Drive

Some of the states listed below may have the addition of /patch (for example build/patch,
ready/patch). Thisindicates that the original array drive went through a significant procedure, for
example, the parity information was recalculated anew. Or, the array drive has been patched from
the error state into the fail state. This may become helpful in a situation where two logica drives of
an array drive fail at the sametime, but only one of the two logica drivesisreally defective and the
other was blocked out since it was connected with the same 1/O channel as the defective one. The
array drive' s stateis error and normally all datawould be lost. Intel RAID Controller SRCU32
includes some functions that allow the patch of this array drive from the error state into the fail sate.
Before the actual patch, the defective drive has to be physically removed from the array drive.

Such a patch procedure should only be used after a consultation with atrained support person (a
printout of the Save Information file, is extremely helpful).

Pressing <F4> deliverslevel-by-level detailed information on ahost drive and its components.
Thismay assist in getting an overview of a specific host drive. After pressing <F5>, the Intel

RAID Controller SRCU32 switchesthe LEDs (if available) of the hard drives belonging to that host
drive on and off.

Idle State:

Theidle state is characterized by the fact that the redundant information of the disk array has never
been entirely created. Thedisk array isin this state after itsfirst configuration and until you quit
StorCon. Should an error occur while the array isin the build state, the array returnstoidle. The
exception isthat if during build mode the dedicated drive of RAID 4 fails, the mode changesto fail.

Build State:

After the disk array has been configured for the first time, it assumes the build state as soon as you
quit StorCon. Whilethe array isin the build state, redundancy information is cal culated and stored
to the hard drives of the array.
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Ready State:

Thedisk array isfully operational when in the ready state. All redundant information is present, for
example, a hard drive can fail without impairing the functionality of the disk array. Thisisthe
normal state of adisk array. The state ready/expand indicates that the RAID level and/or capacity
are currently migrated/expanded.

Fall State:

Thedisk array changesto the fail state whenever alogica drive fails. Redundancy informationis
still present, thus alowing the remaining hard drives to continue working. This state should be
eliminated as soon as possible by replacing the defective hard drive. If aso-called hot fix (hot
spare) drive has previoudy been assigned to a disk array with StorCon, the controller will
automatically replace the defective drive and start the reconstruction of the data and the redundant
information. Therefore, under these circumstances the fail state is only temporary and will be
eliminated by the controller itself.

Rebuild State:

Thedisk array will assume the rebuild state after the automatic activation of a hot fix drive or after
amanual replacement carried out with StorCon. The data and the redundant information are
reconstructed and stored to the new drive.

Expand State:

If the capacity or RAID level of an existing disk array is changed, the disk array changesits state
into expand. As soon as the expansion or migration is completed, the state changes back to ready.

Error State:

Should a second hard drive fail whilethe disk array isin thefail or rebuild state, it is not possible to
continue the working session without restrictions. The disk array is still available for 1/Os, but data
loss and error messages on the host level are possible.

Configure New Host Drive

After selecting Configure New Host Drive, the Intel RAID Controller SRCU32 scans all channédls
for free hard drives (for example, hard drives which are not yet part of a host drive) and displays
these unitsin alist (see Figure 27). Usethe arrow up and down keys to move the selection bar
from one hard drive to another and the space bar to select/deselect hard drives. Marked hard drives
show an “*” in the first column.

In the Choose Type window in Figure 27 al host drive types are displayed (the possible types
depend on the number of selected hard drives and the firmware level of the Intel RAID Controller
SRCU32). Finish the selection by pressing <Enter>.
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WW\W\\\\\&W
elec hysical Drive ———— wose Type ,
Chn ID LUN VUendor Product Attr CaptMB)> Drive |Single Disk
#= SCEI-B @ B i SEAGATE ST39204LC RU 8718 Fragnm|Chaining
= SCEI-B 1 @ i SEAGATE 5T39284LC RU 8718 Fragm|RAID B
= SCEI-B 2 @ 1 SEAGATE ST39284LC RU 88 Fragm|RAID 1
= SCEI-B 3 @ i SEAGATE 5T39284LC RU 8718 Fragm|RAID 1 + HotFix
= SCEI-B 4 8@ i SEAGATE ST39284LC RUW 8718 RAID 4
SPACE: Selectsdeselect drive, ENTER: End selection — EE%E g + HotFix

{BAID 5 + Ho Fix
RAID 18 + HotFix

Figure 27. Choose Type

StorCon displays a security message pointing out that all existing data on the selected hard drives
will be destroyed. Confirm by pressing <Y > (Figure 28).

Do you want to create a host Drive from the selected disk<s> 7

CCAUTIONM: All data will he destroved t2 <¥~sN>

Figure 28. Create Host Drive Confirmation

After pressing <Y > the user may limit the capacity of each hard drive selected for the new host
drive (Figure 29). This can be helpful when procuring future spare hard drives. StorCon then
creates and configures the new host drive and adds it to thelist. All SCSI parameters are adjusted
to optimum values.

Used Capacity per Drive <1..8718 HMB>: B8B08Q

Figure 29. Hard Drive Capacity

NOTE

If the entire hard disk capacity is not used when configuring a RAID 1 host drive, you cannot use
the remaining capacity to expand the array drive in the future.
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Select Host Drive
Attr. Capacit [
1] RAIDS build 23999 HB ERAID-5./Priv. Arra

Create new Host Drive
F4: Drive Information, F5: Identify Drive, FiB: Refresh

Figure 30. Drive Status

After leaving StorCon or after pressing <F10> (for refresh) the Intel RAID Controller SRCU32
begins the build process on the new host drive. In our example it calcul ates the parity information
and writesit to the hard drives. The status during this processis build. When the build is
successfully finished the status changes to ready.

Host Drive Options
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Select ahost drive and press <Enter> to open the host drive options dialog (Figure 31).

Host Drive
Swap Host Drives
Remove Host Drive

Add Hot Fix Drive
Remove Hot Fix Drive

Ouerwr. Master Boot Code

Cluster Type <(Priv.-local>

Figure 31. Host Drive Options

Change Drive Name:

Use Change Drive Name to change the name of ahost drive. The name servesto identify a host
drive with StorCon. For example, you could name the boot host drive “Boot” and the data host
drive “Data.”

Swap Host Drives:

When a PCI computer is switched on, the host drives are initialized in the order of the host drive
list, which means that the operating system is booted from the host drive with the lowest number.
For reasons of flexibility, ahost drive's position in the list can be changed. However, the position
of the host drive from which the operating system is booted and the position of the host drive from
which StorCon (disk version) was started (both can be the same), cannot be changed. If you wish
to change the position of these drives, you have to boot the operating system and StorCon from a
floppy disk or use StorCon from the Flash-RAM of the Intel RAID Controller SRCU32. To change
the position of a host drive in the host drive list, highlight the host drive and confirm with <Enter>.
Then, type in the new position and press <Enter>.

Remove Host Drives;

Removing a host drive resultsin theloss of all data. All datawill be lost after removal. If you
remove a host drive belonging to an array drive for which severa host drives exist (after capacity
expansion, or after splitting), all other host drives will also be removed.
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Split Host Drive:

For some purposes you might need to split an existing host drive into two or several host drives, in
which case each host drive looks like a single hard drive to the operating system. Since the new
host drives have smaller capacities, StorCon hasto write new header information on the host drives.
All datawill belost from the original host drive.

The Split Host Drive menu isonly available if StorCon isloaded with <Ctrl> + <G> from the Intel
RAID Controller SRCU32's Flash-RAM.

Merge Host Drives:

Thisfunction reversesthe Split Host Drive operation. Only host drives that belong to the same
array drive or logical drive can be merged. Since the new host drive has alarger capacity, StorCon
has to write new header information on the new host drive. All datafrom the original host drives
will be lost.

The Merge Host Drives menu isonly available if StorCon isloaded with <Ctrl|> + <G> from the
Intel RAID Controller SRCU32's Flash-RAM.

Partition Host Drive:

This option is not available when loading StorCon from the Flash-RAM of the Intel RAID
Controller SRCU32. Before you can partition a new host drive it may become necessary to first
reboot the system. The partitioning menu has similar functions as the MS-DOS program FDISK.
Y ou can create and del ete a partition and also change the active partition. MS-DOS can only be
booted from an active partition. Just like FDISK, StorCon can handle primary partitions, extended
partitions, and logical drives within the extended partitions.

Add Hot Fix Drive:

Add Hot Fix Drive allows you to add a hot fix drive to an existing RAID 1, RAID 4, RAID 5, or
RAID 10 array drive. There aretwo different types of hot fix drives. Private and Pool hot fix
drives. A pool hot fix drive is a spare drive within the so-called hot fix pool. A drivein ahot fix
pool isavailable for severa array drives as ahot fix drive. Thus, several array drives can share one
hot fix drive. Once this drive has been used by one of the array drives, it isno longer available to
the others. A private hot fix driveis dedicated to one RAID 1, RAID 4, RAID 5, or RAID 10

array drive.

Remove Hot Fix Drive:
Remove Hot Fix Drive alows you to remove a previously assigned hot fix drive.
Overwrite Master Boot Code:

This option creates a valid and consistent master boot record on the selected host drive and should
be carried out on any new host drive on which Windows NT isinstalled. Never use thisfunction
when the host drive contains valid data, as all datawill be lost.
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Repair Array Drives

Thisfunction alows the online repair of array drives which show failed drives. After selecting this
menu option, StorCon displays a summary of all installed array drives and the number of array
driveswhich arein critical states (Figure 32). Inthe example in Figure 33 thereis one array drive
in the Fail state. For example, the array driveis till operating but no longer redundant.

Summary

Array Drives

Array Drives
Array Drives
Array Drives
Array Drives

installed

in FAIL state
in ERROR =tate
in BUILD state
in REBUILD =tate

missing Private HotFix Drives

Presz any key.

Figure 32. Array Drive Summary

After pressing any key, StorCon displays alist of array drives which are candidates for online

automatic repair.

[] NOTE

Array drivesthat are in the Error state are very critical and have lost two or even more drives.
These array drives cannot be repaired with the Repair Array Drives function. In such critical cases

data integrity can no longer be maintained.

After selecting the array drive, StorCon displays the drive that failed. In the examplein Figure 33 it

isthe hard drive which forms logical drive 5.

Summary

Array Drives

Array Drives
Array Drives
Array Drives
Array Drives

installed

in FAIL state
in ERROR =tate
in BUILD =state
in REBUILD =tate

missing Private HotFix Drives

Prezz any key.

Figure 33. Failed Hard Drive

After confirmation, the failed drive must be removed from the system and the new one configured
on the same ID and installed in the system. See Figure 34 and Figure 35.

elect Drive to repa

s i
Mo. Hame T upe State
A RAIDS RAID-5 fail

F4: Dizable Alarm

Figure 34. Select Drive to Repair
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The Disk SEAGATE ST3?2A4LC at channel SCSI-B. ID 3 will be replaced.
Pleazse plug in a disk at the same channel with the same ID.
¥OU MUST WOT DO AMY UWPLUGGIMG OR PLUGGING OM OTHER CHAMMELS

Pres=z any key after hot plug.

Figure 35. Replace Hard Drive Prompt

StorCon detects the new drive and expects clearance to build this drive as a replacement into the
array drive. See Figure 36.

You plugged in the disk SEAGATE ST39284LC . ID 3 at channel SCSI-B.
Do you want to add this disk to the Array? CY-sN>

Figure 36. Add Disk to Array Confirmation

When clearanceis given, the state of the array drive changesto “Rebuild,” for example, the missing
datais reconstructed out of the remaining data and redundancy information. See Figure 37.

Summary
Array Drivesz installed

Array Drivez in FAIL state
Array Drives in ERROR state
Array Drives in BUILD state
Array Drive=sz in REBUILD =state
missing Private HotFix Drives

Prezz any key.

Figure 37. Array Drive Summary

The Error state of an array driveiscritical. There are several proceduresin the Intel RAID
Controller SRCU32' s firmware to handle such cases and bring back the array drive into operation
without losing data. See Figure 38.

Drive in ERROR state cannot bhe repaired automaticallyt

Contact your SysAdmin or the customer support of
Intel Corporation.

Figure 38. Array Drive Error State Dialog
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Advanced Setup

Configure Controller

Controller Settings

Use the Controller Settings dialog to change Intel RAID Controller SRCU32 parameters and
settings. All information concerning physical, logical, array and host drives are stored twice
(primary and secondary configuration data) on each hard drive. For example, the Intel RAID
Controller SRCU32 itself carries no configuration data of a specific disk array. For thisreason the
migration of host drives between Intel RAID Controller SRCU32s is very easy and secure, even if
the SCSI IDs and channels are changed. Simply connect the hard drives to the new Intel RAID
Controller SRCU32, and the host drives will be automatically available. See Figure 39.

|

|::Il‘.'.‘|l‘.-.‘|l‘.'.‘|l‘.'.‘|
oo o oQ

i|Cl|Memory Test

%
§
\
%
.
.
%

R
[N

SCSI-ID
SCSI-ID

//

Chn. SCSI-B: Termination ...

-. (Enabled)
.. (Fatal errors)
. (Enahled?

{On>

(2
(Disahled)
(Standard)

. 0>
i|—|Immediate Hard Disk start ..

. (Auto)

Figure 39. Controller Settings Dialog

Table 15. Controller Settings

Parameter Alternatives Description
Cache On Intel RAID Controller SRCU32 cache (write and read cache) On
Off Intel RAID Controller SRCU32 cache (write and read cache) Off
Delayed Write | On Write cache On
Off Write cache Off
BIOS Enabled BIOS enabled
Disabled BIOS disabled, but <Ctrl> + <G> allowed
Removed BIOS and <Ctrl> + <G> disabled
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Table 15. Controller Settings (continued)

Parameter Alternatives Description
BIOS Warning | All Messages All Intel RAID Controller SRCU32 BIOS warnings and errors are displayed
Level Fatal Errors Only fatal messages are displayed
SETUP from Disabled <Ctrl> + <G> not possible
Flash-RAM Enabled <Ctrl> + <G> allowed
Display Off <Ctrl> + <G> not displayed at system boot level
On <Ctrl> + <G> displayed at system boot level
Supported 2 The Intel RAID Controller SRCU32 BIOS supports 2 drives under
BIOS Drives MS-DOS
7 The Intel RAID Controller SRCU32 BIOS supports 7 drives under
MS-DOS
CD-ROM Boot | Enabled Boot from CD-ROM enabled
Disabled Boot from CD-ROM disabled
Memory Test No test No test at all
Standard Standard test
Double scan Double scan test
Intensive Intensive test (takes longer)
Chn. SCSI-A Off SCSI termination of the channel Off
Termination On SCSI termination of the channel On
Auto SCSI termination according to occupied connectors
SCSI ID 0,1,2,3,4,5,6,7 | Possible SCSI IDs for the channel

Firmware Update

The firmware, BIOS and StorCon program of the Intel RAID Controller SRCU32 are stored in
Flash-RAM which is part of the Intel RAID Controller SRCU32 hardware. In contrast to
EPROMSs, Flash-RAMs can be reprogrammed many times without the complicated UV-light
erasing procedure. Firmware, BIOS and StorCon are part of the SRC_PFW file. Thefile hasan
extension (for example, SRC_PFW.009) which indicates the version stepping.

[] NOTE
This option is not available when StorCon is accessing the Intel RAID Controller SRCU32
remotely.

Intelligent Fault Bus

The Intelligent Fault Bus is an older subsystem standard, which is no longer used in modern
subsystems or backplanes. Intel RAID Controller SRCU32's Ultra/Wide Disk Array Controllers
werethelast Intel RAID Controller SRCU32s supporting this standard, sometimes also called
“DEC Fault Bus.”
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Today’ s modern subsystems are either using SAF-TE (SCSI Accessed Fault Tolerant Enclosures)
or SES (SCSI Enclosure Services) as communication links to the controller. Theseintelligent
subsystems are normally built on so-called backplanes, which host hard drives equipped with SCA
(Single Connector Attachment) connectors. The backplane has dedicated € ectronics with
microprocessor and firmware which alows intel ligent communication between the
subsystem/backplane and the Intel RAID Controller SRCU32. Through this channel the subsystem
can report its temperature and the power supply statusto the Intel RAID Controller SRCU32. The
major abjective of SAF-TE or SES is auto hot plug. In contrast to hot plug, auto hot plug allows a
defective drive to be simply removed from the subsystem and the replacement unit ingtalled in its
place. Boththe Intel RAID Controller SRCU32 and the subsystem control this process so that
problems on the SCSI/FC-AL bus are eliminated and the rebuilding of the missing dataisinitiated
automatically. No further user interaction is necessary.

Non-Intelligent Enclosures

Since SAF-TE or SES subsystems are expensive, Intel RAID Controller SRCU32 integrates
functionality which alows for the control of up to 16 non-intelligent enclosures with up to 15 hard
drives each, and provides for auto hot plug.

In the example in Figure 40 one subsystem is defined. The hard drives with their disk shuttles
could also be mounted directly into the server enclosure. The term enclosurein this caseisa
definition set, which includes all hard drives which should be auto hot pluggable.

No. Vendor Mame 5 5
Mot ConTigured
Mot Configured
Not configured
Mot Configured
Mot Configured
Mot Configured
Not configured
Mot cConfigured
Not Configured
Mot Configured
Not Configured
Mot Configured
Not configured
Mot Configured
Mot configured

ENTER: Select, Fd4: Edit vendor/Mame

o

1
2
4
5
]
8
9

10
11

Figure 40. Select Enclosure
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The example in Figure 41 shows the slots of the enclosure which have been assigned with hard
drives. Tofill an empty slot, press and select the desired hard drive. See Figure 41.

Enclosure Slots

51t Chn ID LUN Wvendor Product Attr. Cap(MB) Drive
SCSI-B 15 ] QUANTUM ATLAS1OKZ-TY1841 RW 17509 Drive
SC5I-C i QUANTUM ATLASLOKZ-TY1341 RW 17509 Drive
SCSI-D i QUANTUM ATLASLI Y1841 R 17509 Drive 7
SCSI-E | ] IEM DPSS=3 ] R 8747 Driv 0
SCS5I-E i IBM DPS5-309170M R 8747 Drive
SCS5I-E 6 0 1 IBM DDYS-TL18350M R 175801 Drive 2
SCSI-F 6 0 7 QUANTUM ATLASLOK2-TY1841 RW 17509 Drive
Mo hard disk installed in this slot
Mo hard disk installed in this slot

Mo hard disk installed in this slot

Mo hard disk installed in this slot

Mo hard disk installed in this slot

Mo hard disk installed in this slot

Mo hard disk installed in this slot

Mo hard disk installed in this slet

ENTER: Add/Remove Disk

it
- =

b e ]

L = O =
£a
[a =T
s ol s ol ol ]

(o) ]

1
2
=
4
__1
5
G
7
8

(L]

Figure 41. Enclosure Slots

SAF-TE and SES are recommended for auto hot pluggable subsystems. Only with these systems
can a secure auto hot plug be guaranteed. For non-intelligent subsystems we recommend only the
best quality components (disk shuttles, cables, terminators, etc.).

Advanced Settings

Within Advanced Settings there are three settings which control the configuration and address
behavior of the Intel RAID Controller SRCU32's BIOS and DPMEM. See Figure 42 and Table 16
for setting details.

BIOS RAM allocation method .. ¢Auto?

DPMEM mapping (Do not move?

Figure 42. Advanced Settings Dialog

Table 16. Advanced Settings

Parameter Alternatives Description
Shrink BIOS after | Off The BIOS is not shrinked after the post phase.
POST On The BIOS is always shrinked after the post phase.
Auto The Intel RAID Controller SRCU32 decides on the BIOS shrink.
BIOS RAM Auto The BIOS address space is automatically allocated.

allocation method " 5|ger The BIOS address space is allocated according to an older PCI

specification.

DMEM mapping Move below The DPMEM address space is allocated below 1 MB.
1MB

Do not move | The DPMEM address is always above 1 MB.
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Clear Log Buffer

The Intel RAID Controller SRCU32 records certain eventsin alogging buffer which is part of the
Flash-RAM. Clear al eventsin the buffer when using the Intel RAID Controller SRCU32 in anew
system. The Clear Log Buffer function detects and deletes entries from the log buffer.

Configure Physical Devices

This menu option displays alist of 1/0 channels (SCSI or Fibre Channel) and available devices.
See Figure 43.

Scroll the list with the cursor up/down keys. The first column displays the I/O channel (“ SCSI”
stands for SCSI and “FCAL” for Fibre-Channel). The next column shows the ID followed by the
LUN (Logical Unit Number; normally always 0). The next column is either filled with alowercase
“i” (for initialized), or empty. Initialization means the creation of Intel RAID Controller
SRCU32-specific configuration data on the hard drives and the adjustment of hard drive specific
operating parameters (protocol, transfer rate, etc.). The next entry lists the vendor and type of
device, followed by the drive’s attributes (RW for Read/Write; RO for Read Only). The l/O
processors and SAF-TE processors (in our example channel B 1D 8: SDR, Inc. GEM312 REV001)
to not have attributes. The next column lists the capacity of the hard drivein MB

(1 MB =1024 KB; 1 GB=1024 MB). The last column gives information on the assignment of this
physical deviceto alogical/array/host drive.

ysica

I LUN Uendor Product Attr CaptMB> Drive

= 1] SC51 1.0 Processop
ESG—SHU SCA HSEBF HY
SEAGATE ST39204LC RW 8718 Drive 2
SEAGATE ST32284LC R 8718 Drive 1
SEAGATE ST39204LC RW 8718 Drdive B
SEAGATE ST32284LC R 8718
SEAGATE ST39204LC RW 8718

7 SCS8I I-0 Processor
Rescan for new device
Plug in new disk <Hot Plug>
F4: Extended Information, F5: Identify Drive, F8: Repair

I
7
[
(5]
i
2
3
4

e fdn e el

Figure 43. Select Physical Drive

Keyboard Commands
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With Intel RAID Controller SRCU32 Fibre Channel RAID Controllers, <F4> delivers extended
information on Fibre Channel drives (World Wide Name, firmware-level, and the Link-status of
the drive).

By pressing <F5> the Intel RAID Controller SRCU32 periodically turnsthe LED (if available) of
the corresponding drive on and off. This helps to physically identify a specific drivein an array of
many drives.

By pressing <F8> you can repair the configuration data of aphysical drive. If the Intel RAID
Controller SRCU32 should ever display during the boot sequence a message like “ Detected
Primary Configuration Data error, using Secondary,” you can try to repair the data by
pressing <F8>.
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If you press <Enter> on a specific drive, StorCon opens the Configure Disk menu. Here, all
relevant adjustments and modifications concerning the physical drives can be carried out.

[] NOTE

If you create new host drives with the Express Setup function, the SorCon and the Intel RAID
Controller SRCU32 will automatically adjust all parametersto their respective best values. The
transfer rate per drive depends on circumstances like cables, terminators, etc. For example, if a
certain configuration does not allow 160 MB/sec, the drive is automatically “ throttled” down to the
next trouble-free transfer rate. See Figure 44.

Configure Disk
CS8I Parameter~Initialize |
Ch Initialize Dis
Ui nc. Transfer C(Enahled?
De |Sync. Transfer Rate (8A.0 MB./s>
— |Disconnect C(Enahled>

Dizk Read Cache COn>
Disk Write Cache <On>
Tagged Queues COn>

F4: Advanced Configuration

Figure 44. Initialize Disk

SCSI Parameter / Initialize

When a SCSI hard drive isinitialized the first time by the RAID controller, its SCSI parameters
may or may not be set automatically set to their optimal settings. The following section describes
manual configuration of these settings. For certain RAID controllersand/or situations, certain
parameter s described in this section may not be configurable.

A CAUTION
This option can destroy all data on the hard disk.

StorCon copies Intel RAID Controller SRCU32 specific configuration blocks on the hard drive, a
primary block, and a mirrored secondary block. The possible settings are different if you select a
SCSI hard drive or a Fibre Channel hard drive. With a FCAL hard drive there are only afew
settings which are relevant. 'Y ou should always check that they are al “Enabled” or “On.” If the
hard drive you have selected is an Ultral 60 device and the Intel RAID Controller SRCU32 has
Ultral60 SCSI channds, <F4> “ Advanced Configuration,” allows you to configure the so-called
“Domain Vdidation” (acyclical check of the correct datatransfer at agiven rate). Normally this
parameter is OFF.

The SCSI bus can operate two methods of datatransfer: asynchronous and synchronous. Each
SCSI device must be able to perform the asynchronous transfer; the synchronousis optional. The
advantage of the synchronous transfer is a higher data transfer rate, since the signal transfer times
on the possibly long SCSI cable have no influence on the transfer rate. This mode is only effective
if both devices support synchronous transfer and can communicate with each other in this mode.
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Sync. Transfer Rate:
Thisisthe synchronous data transfer rate in MB/s. Ultral60 SCSI allows up to 160 MB/s.

If a SCSI cable does not permit a certain transfer rate, the transfer rate can be reduced to a value
that permits trouble-free data transfer. Lowering the transfer rate may also become necessary when
using a configuration which does not allow full speed.

Disconnect: Enabled:

Y ou can connect several componentsto a SCSI bus. It is particularly important to guarantee a high
degree of overlapping action on the SCSI bus. This high degree of overlapping becomes possible
when a SCSI device has Disconnect enabled.

Disk Read Cache / Disk Write Cache/ Tagged Queues:

For performance reasons, the read ahead and write cache of the hard drive should be always ON.
Tagged Queuesis a SCSI feature which allows the drive to execute more than one command at a
time. If available, it should aso be ON.

If you leave this configuration form with <Esc> and you have made changes, StorCon displays a
security request. The warning of the destruction of al data (Figure 45) may require different
evaluations, depending on the device' s current state and the options you selected.

Figure 45. Disk Initialization Confirmation

If this operation isthefirst initialization of the device, for example, the drive was previoudly
connected to adifferent controller, al datawill belost. If the device has already been initialized,
and only internal parameters such as Disconnect, Synchronous Transfer, and Disk Read/Write
caches, or Tagged Queues have been changed, the data on the drive remainsintact. Only the
functional state of the device changes.

Check Surface

A WARNING
This option destroys all data on the hard disk.

This option checks of the surfaces of the hard drive media. The Intel RAID Controller SRCU32
writes and reads certain data patterns and checks them for correctness.

After confirming the security request, a progress information is displayed. Y ou can interrupt the
Check Surface option by pressing <Esc>.
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View Status/Defects

Table 17. View Status/Defects

Status/Defects Description

Grown Defects Number of media defects that have occurred in addition to the media defects the hard
drive had upon delivery. See Figure 46.

Primary Defects Number of media defects that the hard drive had upon delivery.

Last Status The Last Status gives detailed information on the last failure of a hard drive. The
information is only present until the next hard reset of the system and may help for
deeper failure analysis or tracing.

Grown defects: a
Primary defects: 183

Last status: HBxA0080HAAA

Figure 46. View Status/Defects
De-Initialize Disk

A WARNING
This option destroys all data on the hard disk.

This menu option allows you to de-initialize a hard drive which has previously been initialized for
use with the Intel RAID Controller SRCU32. By doing so, the specific Intel RAID Controller
SRCU32 information present on the device isremoved. Obviously, the de-initialization cannot
restore data that was lost during initialization.

Lock/Unlock Disk

This option is only highlighted when you have selected a removable hard drive (for example,
SyQuest, lomegal). Before you can initialize a cartridge you must lock it. Before removing it you
must unlock it.

Enclosure Status

After selecting this option you can either view the Enclosure Status or view/configure the enclosure
dots. Before you can use the auto hot plug with a SAF-TE subsystem, you must configure the
subsystem (more precisely its intelligence, the so-called SEP SAF-TE Enclosure Processor). See
Figure 47.

[] NOTE

Non-initialized disks cannot be configured as no RAID configuration information can be stored on
these disks.
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Enclosure STatus

Door Lock Status (Not available)
Power supply O status ....... (Operational and on)
Power supply 1 status ....... (Operational and on)
Fan O status ................ (Operational’

Fan 1 STALUS ...cvvranassnaa COperational)

Fan 2 status (Operational)
Enclosure temperature ........ (OK)

Temperature sens casnsss (33 °C /S 91 "F QK
Fl0: Refresh Info

Figure 47. Enclosure Status

To assign a specific hard drive to a SAF-TE enclosure slot, press <Enter> on the empty slot and
choose one of the hard drives. See Figure 48.

SC5I-A
SLSI-A
SCSI-A
S5C5I-B
SC5I-B
SC5I-B 3
SCSI-B

FUJITSU MAF3I364LC

FUJITSU MAF3I364LC f 46 Drive 4
FUJITSU MAF3364LC [

SEAGATE 5T39175LC !

SEAGATE 5T39175LC 632 Drive 6
SEAGATE 5T39175LC | 3

SEAGATE S5T39

) 0O D O

il
i
2
3
4
5
6
7

o e I

Figure 48. Enclosure Slots
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Mvultimode SC51 Bus
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Figure 49. Block Diagram of a SAF-TE Subsystem
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Configure Logical Drives
Logical drives (hierarchy level 2) areinstalled in the Advanced Setup menu.

The Configure Logical Drives screen is shown in Figure 50.

A Y

uanced Setup
Configure Controller
Configure Physical Devices
i ig ogical Drives B

Select Lnglcal Drive
Status Httl Capacit Type belongs to
ok 2848 HB Disk Arra [1]
RH 2848 MB Disk Array A

L RU 2848 MBE Di=zk Array @
Create new Logical Drive
F4: Drive Information, F3: Load All, F5: Identify Drive,. Fi8: Refresh

‘t——— F4: Express Setup ——

Figure 50. Select Logical Drive

Keyboard Commands

Use the <F4> key to lists all hard drives of alogical drive. If itisalogical drive of thetype Disk, it
only consists of one single hard drive. If alogical drive consists of more hard drives, it is of the
type Chain (concatenation of several hard drives). <F3> |loads al hard drives and <F5> identifies
drives by turning the hard drives LED on and off.

To configure and setup anew logical drive, select “Create new Logical Drive.” StorCon displaysa
list of free physical drives (which are not aready part of alogical drive). See Figure 51.

Select Physical Drive
Chn ID LUN Vendor Product Attr Cap(MB) Drive
SCSI-B 3 5] SEAGATE ST39284LC RW 87508
SCSI-B 4 B i SEAGATE ST392R4LC RuW 8718

SPACE: Select-sdeselect drive, EMTER: End selection

Figure 51. Select Physical Drive
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If you select one physical drive with the <Space> key and press <Enter>, StorCon suggests to
create asingle drive out of this hard drive. See the example in Figure 52.

Do you want to create a SINGLE Drive from the selected disk{s) 7
(CAUTTON: AT1 data will be destrayed 13 {¥/N)

0 1 QUANTUM ATLASLOKZ-TY1841 AW 7
Select/deselect d ., ENTER: End se&le

Figure 52. Create Single Drive

Next, enter the appropriate drive capacity and press <Enter>. See Figure 53. StorCon allows you
to limit the hard drive size for this host drive. This becomes important when you configure disk
arrays and you want to ensure that future drives added to the disk array fit in the array (for
replacement purposes). Should a new drive have less than the required capacity, StorCon could not
accept it. In this example limit the capacity of each driveto 17000 MB. Any new 18 GB drive
must have at least that capacity.

Drive Size <1..8758 MB>: RV58

Figure 53. Drive Size

If you select two or more physical drives with the space bar and press <Enter>, StorCon suggests
the creation of alogical drive of the type Chain. In some literature disk chaining is also called Disk
Spanning. Picture the functioning mechanism of atype Chain logical drive asfollows: al hard
drives forming the logical drive are linked together one by one in the exact same order in which
they were selected with the space bar. This concatenation can be compared to achain. If, for
example, thelogical drive consists of four hard drives with 2000 MB each, the logical drive will
have a capacity of 8000 MB. When datais written to thislogical drive, the first hard driveisfilled
first, then the second, and so on.

Although it is not advisable, logical drives of the type Chain can aso be components of array
drives.
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Configure Array Drives

[]

The Configure Array Drive menu option allows you to configure array drives (hierarchy level 3).
Array drives with the following listed RAID levels can be configured within this. See Figure 54.

RAID O Pure Data Striping without Redundancy
RAID 1 Disk Mirroring

RAID 4 Data Striping with Dedicated Parity Drive
RAID 5 Data Striping with Striped Parity

RAID 10 RAID 0 Combined with RAID 1

Intel RAID Controller SRCU32 can manage up to 35 array drives (with different RAID levels)
simultaneoudly. Obviously, the number of hard drives will limit the number of parallel arrays that
can be used.

Select Array Drive
. Status Attr. Capacit T ype bhelongs to
4896 MB BAID-G Host @
Create new Array Drive
F5i: Identify Drive, FifA: Refresh

F4: Drive Information.

Figure 54. Select Array Drive

NOTE
A RAID-1 component build will not appear on the select array drive list.

Keyboard Commands
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<F4> displays level-by-level detailed information on the selected array drive (the structure, the
order, and which hard drives are part of the array drive). Use <F5> to turn on LEDs of al hard
drives belonging to this array drive. This can help to identify hard drives. If you press <Enter> on
a specific array drive StorCon displays a menu of options. See Figure 55.

Array Drive
Expand Array Drive
Add RAID 1 Component
Replace Array Component
Remove RAID 1 Component
Remove Array Drive

Add Hot Fix Drive
Remove Hot Fix Drive
Hot Fix Pool Access

Parity Uerify
Periodic Parity Uerifuy

Build-Rebuild Progress

Figure 55. Array Drive Menu
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Change Drive Name

The Change Drive Name command allows you to change the name of an array drive. The name
servesto identify an array drivein StorCon or StorCon+. This can be helpful for configurations
where several host drives of various types are operated by a single controller.

Expand Array Drive
The Expand Array Drive option, which is aso available with StorCon+, contains three major

functions.

Function Description

Conversion Conversion of a free space on the logical drives into a
separate host drive.

Migration Migration of the RAID level of an array drive:
* RAID 0 to RAID 4 and vice versa
* RAID 0 to RAID 5 and vice versa

Expansion Expansion of the capacity of an array drive.

[1 NOTE

If the entire hard disk capacity is not used when configuring a RAID 1 host drive, you cannot use
the remaining capacity to expand the array drive in the future.

[] NOTE
If SorConis closed, migration of the RAID level may not compl ete.

Expand
se free Logical Drive space

Change RAID type
Add hard disk to array

Figure 56. Expand Array Dialog

To migrate or expand a RAID 4/5 array drive, the state must be ready. The data on the array drive
remains intact and is not affected by the expansion. The additional capacity isintroduced as a new
host drive. If alogical drive fails during the expansion, the expansion process continues until the
expansion is finished and the array drive changes into the fail state.
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Add RAID 1 Component

Thisfunction alows you to add to alogical drive which is member of an array drive, another
logical drive asamirror drive (RAID 1).

Example: Y ou have configured an array drive with 4 logical drives. Onelogical drive hasfailed
and the array drive has gone into the fail state. Another failure would cause dataloss.
Unfortunately, you find another logical drive whichislikely to fail (for example, you hear a strange
noise fromit, or it's grown defect counter explodes). If you initiate a hot plug it isvery likely that
this critical logical drive will aso fail, resulting in adataloss. To avoid that problem, mirror a new
good logical drive to the critical one. When the copying is finished you remove the critical logical
drive and then carry out a hot plug procedure. Y ou can also use this function to mirror RAID 4/5
array drives (RAID 5+1, RAID 4+1).

Replace Array Component

If alogical drive of an array drive without a hot fix drive should fail (or islikely to fail), you should
replace the defective hard drive with a new one as soon as possible because the array driveis
without redundancy. The replacement logical drive has to have at least the same capacity asthe
failed one. Thereplacement is carried out either with StorCon or StorCon+. After installing the
replacement hard drive asanew logica drive, add it to the array drive. After selecting the logical
drive that needs to be replaced, StorCon offersalist of existing logical drives which can be used as
replacement units. The array drive’s state changes into rebuild and the missing datais
automatically reconstructed on the new logical drive.

Remove RAID 1 Component

This option corresponds to the Add RAID-1 Component option. It allows you to remove a
previoudy configured RAID-1 combination. Figure 57.

Do vou really want to remove
the selected drive 7 (¥-HWD

Figure 57. Remove Drive Confirmation

Remove Array Drive
Use the Remove Array Drive command to remove an existing array drive.

A WARNING
This option destroys all data on the array drive.

[] NOTE

If an array drive has been removed, there is a possibility that it could be rebuilt without data loss if
itisreconstructed in the exact same order it had been built before, if the components of the array
drive, that isthe host drives, have not been modified, if the stripe size and RAID level are the same
and if a Non-Destructive Build iscarried out. I1n all other cases ALL DATA WILL BE LOST.
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Add Hot Fix Drive

This submenu option allows you to add a hot fix drive to an existing RAID 1, RAID 4, RAID 5, or
RAID 10 array drive. There are two different types of hot fix drives. Private and Pool hot fix
drives. A pool hot fix drive is a spare drive within the so-called hot fix pool. A drivein ahot fix
pool isavailable for severa array drives as ahot fix drive. Thus, several array drives can share one
hot fix drive. Of course, once this drive has been used by one of the array drives, it isno longer
availablefor the others. A private hot fix drive is dedicated to one RAID 1, RAID 4, RAID 5, or
RAID 10 array drive.

Only drives that meet the following requirements are suitable as hot fix drives:

e It must not be an active component of another array drive.

* It must have a storage capacity greater than or equal to the storage capacity of the smallest
logical drive of the array drive. Example: A type RAID 5 array drive consists of the following
components:

O Logica Drive0 2000MB
O Logica Drivel 1500MB
O Logical Drive2 1100MB
O Logica Drive3 2000MB

This array drive has a usable storage capacity of 3300MB. A hot fix drive for this array must have
at least 1100MB of storage capacity.

[] NOTE

To avoid wasting valuable storage capacity, it is recommended that all logical drivesforming an
array drive have the same storage capacity.

In the Event of a Drive Failure

The controller will substitute afailed logica drive with ahot fix drive only if the array drive wasin
the ready state before the failure. In other words, a hot fix drive can only be activated if the
corresponding array drive had a state of data redundancy at the moment of failure.

1. Thecontroller's alarm activates.

[] NOTE
The alarmis activated only when the array drive is being accessed.

2. Thecontroller activates the fail operation mode. In thismode, the array drive remains fully
operational. The datalocated on the failed drive is generated by means of the redundancy
information stored on the other drives, without causing any decrease in performance.

3. Thecontroller integrates the hot fix drive into the array drive and begins reconstructing the data
and redundancy information. The array drive is now in the rebuild mode.

Obviously, no other hard drive may fail until all data has entirely been reconstructed on the haot fix
drive (because the system is operating without redundancy) without the array drive going into error
mode.
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[] NOTE

In some literature, hot fix drives are also referred to as hot spare drives. You can also add or
remove hot spare drives using StorCon+.

Remove Hot Fix Drive
This option alows you to remove a hot fix drive from an existing array drive.

Hot Fix Pool Access

By selecting the Hot Fix Pool Access option, the access of a specific array drive to the hot fix pool
can be enabled or disabled.

Parity Verify
The redundancy information calculated during an array build or rebuild is stored on a dedicated
logical drive (RAID 4), or isdistributed over all logical drives of the array drive (RAID 5). This
information is often called parity data. The calculation is made with an exclusive OR function
(XOR). If alogicd drive of an array drive fails, its data can be recalculated by means of the data
present on the other logical drives of the array drive and the parity data. The Parity Verify function
allows you to check the consistency of an array drive' s parity data. The verification may take quite
along time, but you can terminate it by pressing <Esc>.

[] NOTE

When using the escape key <Esc>, the progressindicator will close. However, parity verify
continues to run unlessthe “ A” key is used to abort parity verify.

[] NOTE
Parity verify has the capability to repair bad parity sectors automatically.

Progress Information
Elapsed Time: BA:88:32 Estimated Time:
Pressz ESC to quit

Figure 58. Progress Information

Periodic Parity Verify

If the parity information of a given array drive is defective, the Parity Recal cul ate function may be
used to recalculate it.

Allows you to schedule parity verify activity as described in previous section. Configurable
variablesinclude: Start Parity Verify (frequency of daysto run, default is none), At Time (what
time to run on the days specified), and Error Handling (what to action to take when an error in
encountered during the parity verify).
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Build/Rebuild Progress

Whenever an array driveisin the build or rebuild state, you can select “Build/Rebuild Progress’ to
get progress information and estimates for the required time to build or rebuild.

Create New Array Drive

In Advanced Setup, select “Configure Array Drives’ and press <Enter>. The Select Array Drive
window appears. StorCon lists all logical drives which are free (not yet part of an array or host
drive). The selection bar is moved with the arrow up/down keys and alogical driveis

sel ected/desel ected with the space bar.

N

uance e up
Cunflgu1e Controller
GConfigure Physical Devices
Cunfl ure Logical Drives
unfl qure rray Drives R i
Se ect ﬂllay Drive i
Hame Statuu Attr. Capacity Type belongs to
PD_BB8A RU 2848 ME RAID-1 Host @
Greate nev Hrra Drive

Select Drives
Nu Hame Status Attr. Capacit T belongs to
FD_BHAAA ok RU 2848 MB HHID 1 RAID-1 A
PFD_BBB2 ok Ru 1824 ME Disk Host 1
SPHCE Select/deselect drive, F4: Select master, ENTER: End selection

Figure 59. Create New Array Drive

For astriping array (RAID 0, 4, 5, 10), the master drive (indicated by “M”) isthefirst logical drive
inthe array (see Figure 61). For aRAID 1 array (mirroring) the master drive isthefirst logical
drivein the array that contains the valid data copied to the second logical drive.

Storage Console 117



After pressing <Enter>, StorCon displays alist of possible RAID levels. See Figure 60. Then
StorCon prompts you for the stripe size. Thisisthe size of the stripes into which the datais
divided. Valid valuesare 16KB, 32KB, 64KB or 128KB. The default is 128KB. See Figure 61.

128 KB

Figure 61. Strip Size

The Build Type decides how the redundancy information is created. The Destructive Build (only
available if StorCon was loaded with <Ctrl> + <G>) fills all hard drives with “0” and no further
parity calculation is necessary. This build method is pretty fast, but the build must be successfully
finished before you can leave StorCon (otherwise the build mode is automatically changed to
Non-destructive during the next boot). The Non-destructive build calcul ates the redundancy
information from the contents of the data stripes. It takeslonger, but can run in the background, for
example, during the installation of the operating system. See Figure 62.

Choose Build Type
on—destructive Build

Destructive <fast> Build

Figure 62. Choose Build Type

A warning displays that al datawill be destroyed after confirmation. (Figure 63). Confirm the
choice by pressing <Y>. Thearray driveis created.

Figure 63. Create Array Drive Confirmation
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If necessary you can limit the array drive’ s capacity. In this example the entire capacity of the
driveisused. See Figure 64.

Drive Size (1..17436 MB>: 2448

Figure 64. Drive Size Dialog

The array drive entersthe build state, for example, the parity information is generated. After
completion of the build processthe array drive's stateis ready, or fault tolerant. See Figure 65.

Select Array Drive
No. Hame Status Attr. Capacity Type belongs to
5] RAIDS build RW 2848 MB RAID-5

F4: Drive Information, F5: Identify Drive, FiB: Refresh

Figure 65. Array Drive Status

Notes on the Configuration of RAID 0, 1, 4, 5 and 10 Arrays Drives
Use logical drives of the type disk to build an array drive.

RAID Array drives can be configured with logical drives of the type chain also, but security should
be taken into consideration. For regular RAID Array drives, type disk logical drives are used.

Logical drives of an array drive should have the same storage capacity.

To avoid wasting valuable storage capacity, use only logical drivesthat have the same storage
capacity asthelogical drive being replaced on that array.

A hot fix drive provides the most security.

One of thereasons RAID Array drives are used, lies with the data redundancy they provide, that is,
the data security you have in the event of a hard drive failure. For the purpose of the following
considerations, we define the term time without redundancy (TWR) asthetime it takesto replace a
failed hard drive (assuming there is no hot fix drive installed in the system). The time without
redundancy should be kept as short as possible, not including the time needed to set up the array
drive (state build).

Assume that one of the hard drives of a RAID 5 array drive hasfailed. The array drive is without
redundancy. TWR begins. Any superfluous prolongation of the TWR (because you have to get a
replacement hard drive, or because you did not realize the failure immediately since you didn’t hear
the Intel RAID Controller SRCU32's darm signal, or because no one checked the file server)
increases the risk of dataloss should a second hard drive fail. Therefore, new redundancy should
be created as soon as possible and in an entirdy automated manner. Integrate a hot fix drive as an
immediately available and auto-replacing hard drive to keep the TWR as short as possible. Only a
hot fix drive can ensure optimal array drive security and constant data availability. Of course a hot
fix driveis not mandatory. If you control the array drive at regular intervals and immediately
replace a defective hard drive (by shutting down the system or using a hot fix), you can minimize
therisk of dataloss.
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Configure Host Drives

The Configure Host Drives option (Figure 66) alows you to configure host drives (level of
hierarchy 4). These are the drivesthat the host computer is aware of. Host drives can consist of a
single hard drive, or of many hard drives built to create aRAID 5 array drive. The menus
Split/Merge Host Drives and Partition Host Drive are only availableif StorCon isloaded with
<Ctrl> + <G> from the Intel RAID Controller SRCU32's Flash-RAM. The additional capacity
resulting from an online capacity expansion is shown as another host drive. If you expanded the
capacity of the array drive a second time, there would be three host drives belonging to the same
array drive. Sincethereis currently no operating system which supports “growing hard drives,”
this expansion method is the only safe way to introduce new capacity.

Host Drive
Swap Host Drives
Remove Host Drive

Ouverwr. Master Boot Code

Cluster Type <(Priv.~-local>

Hrite Through <Off>

Figure 66. Host Drive Configuration

Change Drive Name

Use this command to change the name of a host drive. The host drive name servesto identify a
host drive within StorCon and StorCon+.

Swap Host Drives
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When the PCI computer is switched on, the host drives areinitialized in the order of the host drive
list, which means that the operating system is booted from the host drive having the lowest number.
For reasons of flexibility, ahost drive's position in the list can be changed. However, the position
of the host drive from which the operating system is booted and the position of the host drive from
which StorCon (disk version) was started (both can be the same), cannot be changed. To change
the position of these drives, you have to boot the operating system and StorCon from a floppy disk
or use the StorCon loadable from the Flash-RAM of the controller. To change the position of a
host drivein the host drive list, highlight the host drive and confirm with <Enter>. Then, typein
the new position and press <Enter>.
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Remove Host Drives

A CAUTION
All dataislost after the removal of a host drive.

If you remove a host drive belonging to an array drive to which several host drives belong (after
capacity expansion, or after splitting), the dataon ALL other host drives will be lost.

Split Host Drive

For some purposes it might be necessary to split an existing host drive into two or several host
drives using the Split Host Drive option. To the operating system, each host driveslooks like a
single hard drive.

Since newly split host drives have smaller capacities, StorCon must write new header information
on the new host drives. Thiscommand resultsin all data being lost.

Merge Host Drives

Thisfunction reverses the Split Host Drive option. Only host drives which belong to the same
array drive or logical drive can be merged. Since the new host drives have alarger capacity,
StorCon has to write new header information on the new host drives. Thiscommand resultsin all
data being lost.

Partition Host Drives

The partitioning menu has similar functions to the MS-DOS program FDISK. Y ou can create and

delete a partition and also change the active partition. MS-DOS can only be booted from an active
partition. Just like FDISK, StorCon can handle primary partitions, extended partitions, and logical
drives within the extended partitions.

Overwrite Master Boot Code

This option creates a valid and consistent master boot record on the selected host drive and should
be carried out on any new host drive on which Windows NT isinstalled. Never useit on host
drives containing valid data, otherwise al datawill be lost.
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8 Storage Console Plus

Introduction

Storage Console Plus (StorCon+) isatool for setting up, monitoring and maintaining mass storage
subsystems based on Intel RAID Controller SRCU32. Different from StorCon, StorCon+ isa GUI
style application, designed for the operation under Win32 Operating Systems. The primary
function of StorCon+ isto help the user accomplish the following tasks.

Setup Hard Drives Controlled by Intel RAID Controller SRCU32:

* Setup and initialize physical drives, change the SCSI parameters and cache settings.

» Easy setup and ingtallation of single disks or array drives consisting of one or more physica
drives (chaining, RAID 0, 1, 4, 5, or 10).

* Onlineinstallation of host drives based on asingle disk or an array drive.

Maintenance and Tuning of Existing Array Drives, Host Drives and Intel RAID Controller

SRCU32:

» Cache Memory Configuration

»  Update the controller firmware

»  Change the device parameters

e Check or recalculate the parity data of RAID 4 and RAID 5 array drives

e Online capacity expansion of array drives

e Split and merge host drives

* Hot Plug. Replace afailed member of an array drive

* Hot Fix. Configure asparedisk for an array drive

» Configure SAF-TE compliant enclosures

Monitoring of the Whole Subsystem
»  Waitch the performance and throughput of virtually every part of the subsystem. Simply
drag-and-drop the device on the statistics window.

»  Check the hard drives for retries and reassigns (replacements of defective sectors on a hard
drive) to trace problems which might become potential in the future.

»  Check the grown defect table of the hard drives to replace a defective drive in time.

Remote Configuration and Maintenance
e Except for the hot plug function, al of the above features can be accessed via network.
Y ou can maintain and monitor a customer’s server viathe Internet.
e Supported protocols. IPX/SPX, TCP/IP, NetBIOS.
» Theaccesstothe Intel RAID Controller SRCU32 can be protected by password. The password
is encrypted.

Toinstall the StorCon+, use the Intel RAID Controller SRCU32 tools program on the Intel RAID
Controller SRCU32 System CD-ROM.
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The StorCon+ Controls

The Toolbar

Thetoolbar can be made visible or hidden by selecting “Toolbar” from the “View” menu.

E—""r'_'lntelliﬁil Storage Console Plus - [

File Wiew Window Configuration F

= e A

Figure 67. StorCon+ Plus Toolbar

Click on the buttons to open and close the windows of the corresponding programs of StorCont+.

Thetoolbar can be moved away from the top of the StorCon+ window and shown in a small
window. To place the toolbar back under the menu bar you can double click on the top window bar
of the toolbar or drag and drop the toolbar back under the menu bar. Y ou can also place the tool bar
on the bottom of the StorCon+ window.

Table 18. Toolbar Icons

Icon Opens / Closes Description

Select Controller Select a local or remote Intel RAID Controller SRCU32 for
'iﬁ ‘ further actions.

Physical Configuration Show and/or modify the Intel RAID Controller SRCU32 and
{ ; device settings.
———mmtiaina
2 Logical Configuration Show and/or modify the logical drive configuration.
Statistics Show statistics.

I Events Show the Intel RAID Controller SRCU32 events.

(? I Help Show Information and the StorCon+.
¥? I Context Sensitive Help Click on this icon and then on the icon you want online help.
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The Status Bar

The status bar at the bottom of the main window displays status information on the icon or the

menu option the mouse pointer is currently placed on. The status bar can be displayed or hidden by

selecting “ Status Bar” from the View menu.

I
For Help, press F1

Figure 68. Status Bar

Window Menu Commands

These commands alow you to arrange the windows in the StorCon+ application window or to

activate an open window.

E""r'_'lntEI[E] Storage Console Plus - [Logig
File Wiew | Window Configuration  Help

CER

1 Select Controller
v Z Logical Configuration

Figure 69. Window Menu

Help Menu Commands
Use the Help menu to access online help.

us - [Logical Configuration]
tion | Help

ﬂ Help Topics

About Intel® Storage Console Plus. .

"
J

Figure 70. Help Menu

Storage Console Plus
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File Menu Commands
Use the command below to end the StorCon+ session. Shortcut: Press <Alt>+<F4>.

E"‘EIntel[E] Storag

File Wiew ‘Windo

Figure 71. File Menu

View Menu Commands

Use the items in this menu to open or close the windows of the main components of StorCon+ or
change the appearance of the main window.

E—""r'_'lntEI[E] Storage Console Plus - [
File W Window  Configuration  F
[ v Select Controller e
E Pheesical Configuration

=

v Logical Configuration

Skatistics |
Events
Ho= D
F w Toolbar

v Status Bar

Figure 72. View Menu

The Chart Menu

The chart menu appears when you open the statistics window. Here you can add and remove data
sources and configure the chart.

onsole Plus - [Statist
low | Chart Help

Opkions
Add
Rermove

Figure 73. Chart Menu
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The Configuration Menu Commands

The configuration menu appears when you select the Physical Configuration window or the Logical
Configuration window.

e Console Plus - [Physical Configuration]
ndove | Configuration  Help

Controller  # Change Setkings
_ Processar w Save Information

Drisk. r Firmwate [pdate
—  Refresh Slence
SCSl-AID: T

SCS1 1D Frocessar Mon-Inteligent Enclosures

Figure 74. Physical Configuration Menu

rage Console Plus - [Logical Configuration]
indow | Corfiguration  Help

:fﬁll Host Drive Drive Mame
array Drive P Properties

Lag. Drive F
- Zreake Hew
—  Refresh Remove —E
Amay Orwe O Lag. Drive O SC51-B1
A0S PO_BOOO SEAGATE

Figure 75. Logical Configuration Menu

Set the refresh rate for the Physical or the Logical Configuration windows. Thisistheratethat is
used by StorCon+ to update the contents of the physical and logical configuration windows. See
Figure 76.

Refresh Settings |

¥ Refresh on
¥ Refresh if window becomes active

Fiefresh Information ewvery I'“:I geconds.
coes |

Figure 76. Refresh Rate Settings Dialog
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These menu options are also availableif you click the right mouse button on the corresponding icon
in the Physical or the Logical Configuration windows. See the following table.

Table 19. Configuration Menu Refresh Settings

Option

Description

Refresh on

Activates and deactivates the window update.

Refresh if window becomes active

Update the window if it becomes active.

Refresh information every ... seconds

Sets the frequency for automatic window refreshes.

Select Controller

The Select Controller window is used to select an Intel RAID Controller SRCU32 for al further

actions within StorCon+. See Figure 77.

= 5elect Controller

=)

Sochkets

]

=,

IBhA NetBIOS
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-
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- “ #

g
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Figure 77. Logical Configuration Menu

Select the desired protocol (Windows NT/95/98, Sockets, IBMT NetBIOS) for the communication
between the StorCon+ and the system equipped with the Intel RAID Controller SRCU32 by double
clicking on the protocol icon on the very left side of the window. If you want to select an Intel
RAID Controller SRCU32 via TCP/IP (sockets), type in the corresponding TCP/IP address or the
server system’s name. Enter a user name and password. Thisinformation istransmitted with

encryption.
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After the protocol is selected, select the system that contains the Intel RAID Controller SRCU32

and then the Intel RAID Controller SRCU32 itself. Double click on the Intel RAID Controller

SRCU32 to select or deselect. The selected protocol, system and Intel RAID Controller SRCU32
are shown in a dashed yellow frame.

Storage Console Plus

1 Select Controller

=)

Eillin. S/NTHK)

Fm)

Sochkets

P

= -

= -
=y )
i

o

16 HatBins

Figure 78. Select Controller

Sockets |

& TCRAP O SP=/AR

Mame or IP Address:

Cancel |

Figure 79. Sockets
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Physical Configuration Window
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The Physical Configuration window shows the physical configuration of the SCSI or fibre channel
busses of the selected Intel RAID Controller SRCU32 and the devices connected with these busses.
Click on the physical configuration icon to open the window. See Figure 81 for an example of a
physical configuration window.

ﬂlﬂ[!m

Figure 80. Physical Configuration Icon

g-"r'_'lnteliﬁjl Storage Console Plus - [Physical Configuration]

) File Wiew Window Configurakion Help _|5|1|

[l <l 2]

'| @
SRCUZZ SCSLAID:T
SC51 140 Processor

& | = = = = =
1T
SCSl-BID: 7 SCSILB D6 LUN: D SCSI-BID: 0 LUN: D SCSLBID: 1 LUM:D SCSLBID: 2 LUN: D SCSI-BID: 3 LUN:D SCSLBID: 4 LUM:D
SCSI D Processor ESG-SHY SEAGATE SEAGATE SEAGATE SEAGATE SEAGATE
SCAHSEP 7 STI0I04LC STI0204LC ST30204LC STI0I04LC STI0204LC
ito Log. Drive O) fto Log. Drive 13 it Log. Drive 23 ito Log. Drive 3) fto Log. Drive 33
For Help, press F1 i

Figure 81. Example of a Physical Configuration and the Controller Settings
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Double click on the icon shown in Figure 82 to get detailed information on a controller (see the first
controller settings dialog in Figure 83). Right click on the icon to Change Settings, Save
Information or do a Firmware Update. These configuration setting selections are described below.

Figure 82. Controller Icon

Controller Settings %]
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{ Mon-Inteligent Enclosures
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Sah « o & o
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Figure 83. Controller Settings Dialogs
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Controller Configuration Settings

Change Settings

To change the physical configuration of the controller, right click the controller icon and select
“Change Settings.” See Figure 83. The controller settings are described in the table below.

Table 20. Controller Settings

Setting Description

Cache Enables or Disables the Intel RAID Controller SRCU32 cache. For optimum
performance the cache should be always On.

Delayed Write Enables or disables the write cache function of the Intel RAID Controller
SRCU32 cache. For optimum performance the write cache should be
always On.

BIOS The BIOSterms_bios of the Intel RAID Controller SRCU32 is needed to boot
the computer and the operating system from a host drive.

BIOS Warning Level Enables or disables the display of non-critical boot messages of the Intel RAID
Controller SRCU32 during the system boot phase.

Supported BIOS Drives Adjust the number of host drives which are supported by the Intel RAID

Controller SRCU32's BIOS. This is the number (2 or 7) of host drives which
are available under DOS without loading a special driver.

Memory Test Configures the strategy and duration of the Intel RAID Controller SRCU32
cache memory test during the boot phase. A more intensive test requires
more time.

Save Information
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Right click the controller icon and select “ Save Information.” See Figure 83.

This option opens afile dialog alowing you to specify the path and name of the Save Information
file. Thisfile hasastandard ASCII format and can be viewed or printed with atext editor or word
processing system.

The Save Information file contains all relevant information on the Intel RAID Controller SRCU32
(including firmware version, cache size, connector assignment, termination assignment), the
connected devices (for example, firmware version, SCSI parameters, selected transfer rate, number
of grown defects, last status information), the logical drives, array drives and host drives. Thus, it
represents an easy and effective way to create a detailed document of the Intel RAID Controller
SRCU32 (s) and disk array(s).

The Save Information file can also be very helpful for aremote diagnosis of asystem. If atrained
support person has a copy of thisfile (by fax, by email), it can be used to bring the system back to
full operation.
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Firmware Update
Right click the controller icon and select “Firmware Update.” See Figure 83.

The firmware, the BIOS and StorCon of the Intel RAID Controller SRCU32 are stored in
Flash-RAM which is part of the Intel RAID Controller SRCU32 hardware. In contrast to
EPROMSs, Flash-RAMs can be reprogrammed many times and without the complicated UV light
erasing procedure. Thus, both software modules can be easily updated without having to remove
the controller fromits PCI dot. Firmware and BIOS are part of the SRC_PFW file.

To get the latest firmware for the Intel RAID Controller SRCU32, visit our website at:
http: //support.intel.com

Thefile has an extension (for example, SRC_PFW.009) which indicates the version stepping.
Download the packed files which contain the latest programs/drivers for the operating system used
on the system. Observe the following order when carrying out the updating procedure:

1. Getthelatest SRC_PFW file for the Intel RAID Controller SRCU32. Thefile does NOT need
to be expanded!

2. Format a3.5" HD disk (1.44MB) and copy the SRC_PFW file on this disk.

3. After sdecting the Firmware Update option, afile dialog opens where you specify the path
(A:). A list of firmware versions (normally only one) is displayed. After selecting the new
firmware and final confirmation, the new firmware is programmed into the Flash-RAM of the
Intel RAID Controller SRCU32.

The new firmware becomes active after the next cold boot.

[] NOTE

All user-specific settings concerning the Intel RAID Controller SRCU32 and the disk arrays are not
affected by the firmware update.
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I/O Processors

1/0 processors of the Intel RAID Controller SRCU32 are represented in the physical configuration
window in Figure 81 and in the table below. Each processor controls one I/0O channel.

Table 21. /O Processor Icons

Item Description

SCSI processor
SE (single ended)

SCSI processor
LVD/SE (low voltage differential / single ended)

& &

FC processor
FC AL (fibre channel arbitrated loop)

\
-
|

4y
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Double click on the processor icons (shown in Table 21) to get channel information on a processor
(see the channel info dialog in Figure 84). Right click on the icon to Change Settings, Rescan 1D(s)
or do aHot Plug: Add Disk. See Figure 84. These selections are described below.

Channel Info x| |
Tppe: |5|35| Processzar: |53C'| 0:0-5
nanovwvide term.: On/On iB8p/i50p/ B 8p eb0p: I-a’-f'--f-

T errminiatior: I-"—"t'-Jt'Il 10 IF’

¥ Rescan all IDs

Choose ID: IU Cancel |

Chooge (D IEI 'I

Channel Settings
Temination: © Off O © Aut

Type: ™ Cluster Channel

ID: I?‘ vl

Cancel

_ Concel |

Figure 84. Processor Information
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Channel Settings
Termination

The termination terms_termination for this channel of the Intel RAID Controller SRCU32 can be
set to three different states:

ON: The termination of the lower (low byte) and upper data lines (high byte) is enabled
or disabled depending on the occupied SCSI connectors of this channel

OFF: No lines are terminated

AUTO: All 8/16 data lines are terminated

ID

Changesthe SCSI ID terms_scs_id of the SIOP (0-7)

A WARNING

The SCSI bustermination of the Intel RAID Controller SRCU32 must match the existing SCSI
cabling and cable termination. If the Intel RAID Controller SRCU32 represents one end of the
SCSl bus, itstermination must be ON or AUTO. If you change the termination to OFF, itis
likely that the SCSI buswill be unstable and the connected devices may fail. Due to the different
technology, these settings cannot be changed with an FC I/0 processor (fibre channd!).

Rescan ID(s)

This function allows you to rescan one or all ID’sterms_scsi_id of the selected SCSI channel. It
displays an overview of al powered SCSI devices which are currently connected with the
SCSl bus.

A WARNING

If the hard disk contains valid host drive or array drive information, it will be deleted when
creating new logical drivesterms_logical_drive. All data will belost.

Hot Plug: Add Disk

With the hot plug terms_hot_plug function you can add a new hard drive while the systemis
running. Before starting the hot plug procedure, you should prepare the new hard drive and set the
jumpers according to the free SCSI IDs and SCSI bus termination. Ensure the correct termination
terms_termination of the SCSI bus and set the ID terms_scsi_id of the hard drive to afree
addressif that is not done automatically by the storage subsystem. If you do not know which IDs
arein use on the selected SCSI channel, you can find this out in the physical configuration window.
Wrong SCSI bus termination and/or SCSI 1D conflicts will cause afailure of the complete SCSI
channdl.
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A

During the hot plug procedure enter the ID of the new hard drive (all free IDs are offered) and then
confirm a security request. Thereafter the SCSI channel ishalted. While the channel is halted, you
have 45 seconds to plug in the new hard drive. (Note: Since the operating system will timeout, the
channel cannot be halted longer). If you do not complete the hot plug procedure manually, the
channel will automatically start again after 45 seconds. After the successful completion of the hot
plug, the new physical drive appearsin the physical configuration window. Y ou can useit to build
anew host drive, replace afailed drive or expand an existing array drive. Y ou should only use the
hot plug function with servers and/or subsystems which are designed and certified for hot plugging
of hard drives.

WARNING

If the new plugged-in hard disk containsvalid host drive or array drive information, they will be
deleted when creating a new logical driveterms_logical_drive. All data will be logt.

Direct Access Devices

Direct access devices can be initialized and subsequently used for logical drives. The Intel RAID
Controller SRCU32 cachesthe 1/0s of these devices. Logical drives are the components of array
drives. These devices are represented in the physical configuration window in Figure 81 and in
Table 22.

NOTE

If you want to change the media of a removable disk during operation, the media MUST NOT BE
INITIALIZED with SorCon or the SorCon+. Also, these devices have to be reserved
terms_reserve for the raw service. Thus, the removable disk is handled like a non-direct access
device.

Table 22. Direct Access Device Icons

Icon Description

Physical Disk

Removable Disk
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Double click on the processor iconsto get physical drive information (see Figure 85). Right click
on theicon to open SCSI Parameter/Initiaize, Format Disk, Check Surface, Deinitialize Disk,

Progress Information, Lock Disk, Unlock Disk and Hot Plug: Remove Disk. See Figure 85. The
selections are described below.
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Figure 85. Physical Drive Information
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The SCSI Parameter/Initialize

The SCSI parameters configure a physical drive (especially its performance). By changing the
SCSI parameters, you can:

*  Set the Synchronous Transfer Rate terms_sync_transfer

*  Change the Settings of the Hard Drive Cache terms_cache_settings

» Enable or Disable the Disconnect Feature terms_disconnect

» Enable or Disable the Tagged Queuesterms _tagged queues

A WARNING

By changing these parameters on a new hard disk or a hard disk that has been connected to a
non-compatible RAID controller, the hard disk will be initialized terms_initialization and all data
on this hard disk will be lost.

Y ou can access the change SCSI Parameters/ Initialize menu by clicking the right mouse button on
aphysical drive in the Physical Drives Windows view_physical _conf (View > Physical
Configuration).

Synchronous Transfer

Different to the older asynchronous transfer mode, synchronous transfer offers higher transfer rates
on the SCSI bus. The maximum synchronous data transfer rate depends on the width of the SCSI
bus (8 bit narrow SCSI, 16 bit wide SCSI) and the frequency of the signals on the SCSI bus

(10 MHz for Fast SCSI, 20 MHz for Ultra SCSI and 40 MHz for Ultra2 SCSI and Ultral60 SCS).
The maximum data transfer rates are shown in the table below.

Table 23. Data Transfer Rates

Narrow SCSI Wide SCSI

(8 Bit) (16 Bit)
Fast SCSI 10 MB/s 20 MB/s
Ultra SCSI 20 MB/s 40 MB/s
Ultra2 SCSI - 80 MB/s*
Ultral60 - 160 MB/s*

* (LVD SCSiI (low voltage differential) only)

[] NOTE

The maximum synchronous data transfer rate between a SCS device and the Intel RAID Controller
SRCU32 can belimited. This limitation may become necessary if a particular SCS cabling does
not allow the maximum rate the controller and the drive could achieve. Adjust the synchronous
transfer ratein the SCH parameters/ Initialize menu pdisk_parameters.
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[] NOTE

To select a transfer rate above 10 MB/s the protocol must be set to SCS-111. Higher frequencies
(single ended SCH) require better cabling, shorter cables and a professional termination
terms_termination of the SCS bus.

Disconnect

This SCSI feature enables a SCSI device to disconnect from the SCSI bus. By releasing the SCSI
bus while the device doesn’t need it, the bus becomes free for other devices to transfer or receive
data. An example of adisconnect situation is ahard drive that needs time to read datafrom its
media after receiving aread command. It may then disconnect from the SCSI bus so that other
devices can transfer data. Later on it reconnects when it is able to deliver the datainstantly. You
can change the disconnect setting for a hard drive in the SCSI parameters/ Initialize menu
pdisk_parameters.

Tagged Queues

Thisfeature enables modern hard drives to receive several commands at one time and then process
them in an optimized order. A few, mainly older drives, do not support thisfeature. Y ou can
change the tagged queues setting for a hard drive in the SCSI parameterg/Initialize menu
pdisk_parameters.

SCSI Read Cache / SCSI Write Cache

These settings enable or disable the write and read caches of the hard drives. Turning these caches
OFF degrades the performance of the hard drive. Y ou can change the cache settings of adrivein
the SCSI parameters/ Initialize menu pdisk_parameters.

De-Initialize a Physical Disk

De-initializing a physical drive removes the Intel RAID Controller SRCU32 initialization sectors
terms_initialization. The physical drive cannot be member of alogical drive onceit is deinitialized.

Lock / Unlock a Removable Disk

With this function you can lock or unlock a removable drive containing a removable medium. If
the physical drive islocked, the medium cannot be gjected with the gject button while the system is
running.
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Non Direct Access Devices (Raw Devices)

Non direct access devices cannot become components of logical drives, array drives or host drives.

These devices are controlled by a software driver (for example, an ASPI module), the operating
system or by an application. Non direct access devices cannot be initialized or configured in

StorCon+.

Table 24. Non Direct Access Devices

Ilcon

Description

CD-ROM/ CDR

Tape Drive

SAF-TE-Processor

Scanner

SCSI Printer
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Logical Configuration Window

The Logical Configuration window shows the logical configuration of host drives
terms_host_drives, array drives and logica drivesterms_logical_drive controlled by the selected
Intel RAID Controller SRCU32. The complete configuration is shown as atree starting from the
left with the host drives, followed by the array drives, the logical drives, and the physical drives.
See the logical configuration window in Figure 86. Click on thelogica configuration icon
(Figure 94) to open the window.

2oy »

a

Figure 86. Logical Configuration

To get detailed information on a drive, double click on an icon (shown in Table 25). (The window
that opens depends on the type of the device.) To change the logical configuration of adrive, click
the right mouse button on the desired drive or select an option from the configuration menu. Drive

types are described below.
Host Drives
[] NOTE

Intel RAID Controller SRCU32 does not support clustering.

Table 25. Host Drive Icons

Icon Description

Host Drives. Double click to open information on a drive.
Right click to change the logical configuration of a drive.

Create a New Host Drive. Double click to create a new
host drive.

Normal Host Drive

This host drive belongs to the selected Intel RAID Controller SRCU32 on a non-clustering I/O
channdl.

Array Drives

Array drives consist of logical drives. They can be fault tolerant, depending on the RAID level.
The RAID level isdisplayed under the array drive icon.

Double click on an icon to get more information on the state of an array. See Figure 87. Right
click the desired drive to select an array drive option.
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Table 26. Array Drive Icons

Icon

Description

Idle

RAID 4/5/10
Right click to select a drive option

Dirivee Marne

Parity Werify

Parity Recalculate
Expand Array
Progress Information

#dd Hok Fix
Rermowve Hok Fix
Hak Fix Pool Access

&dd RaID ] Component
Remove RAID] Component

Hok Plug: &dd RAID] Component

RAID 1

RAID O
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Logical Drives
Logical drives consist of one or more physical drives.

Table 27. Logical Drive Icons

Icon Description

Right click to select drive option

Drive Marne

Single Disk
add RaID1 Component

Replace Crive

Hot Plug: Replace Drive

Hot Fix Drive

Failed / missing Hot Fix
or Single Disk

Chaining Drive

Physical Drives

Physical drives are hard drives. Setting changes are not possible here. If you want to change the
settings, you must do so in the physical configuration window.

Table 28. Physical Drive Icon

Physical Disk Use the Physical Configuration window to change disk
settings.
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The Host Drive Information Window

Double click on the host driveicon. Thiswindow contains information on a host drive
terms_host_drive. SeeFigure 87.

Hosk Drive Info

Figure 87. Host Drive Information Window

Drive No The host drive number. The host drives are reported to the system in order,
beginning with the lowest Drive Number. If the corresponding Intel RAID
Controller SRCU32 isthefirst controller in the system, the system will boot from
the host drive with the lowest number.
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Name

Capacity

Partition Table

The name of the host drive. A host drive is automatically given a name during
the configuration. It can be renamed by selecting the menu Drive
Namelogical_name of the menu list you get after clicking with the right mouse
button on the host drive icon.

The host drive capacity reported to the operating system. The size of ahost drive
can be smaller than the size of the logical drive or the array drive the host driveis
apart of.

The partition table of ahost drive can contain up to four partition entries.
Partition type, itslocation on the host drive, its size and the percentage of space
used by this partition are shown.

The Array Drive Information Window

Double click on the array driveicon. Thiswindow shows information on an array drive (for
example, adisk array). See Figure 88.

Drive No

Drive Name

Type

Status

Capacity
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RAID4/5/10 Drive Info

—
o
o
e

Dirive Name:  |R&IDS

Tupe: Ra&ID-5 Status: W
Capacity: 2000 ME Attributes: IH'W'—
Striping Size: [128 KB FaollHat Fis: W

Figure 88. Array Drive Information Window

Diive No.: |0

Thelogical number of the array drive.
The name of the array drive.

RAID level of the array drive. Possiblelevelsare RAID 0 (data striping, no
redundancy), RAID1 (mirroring), RAID 4 (striping with parity drive), RAID 5
(striping with striped parity) or RAID 10 (combination of RAID 1 and RAID 0).

The status of an array can be ready (operational), fail (one drive missing, still
operational but not redundant), error (more than one drive failed, not
operational), rebuild (one drive is being integrated), build (initial preparation of
the array), idle (new defined array, before build process has started), or expand
(one or severa drives are added online to the array drive).

Thisisthe capacity available for the corresponding host drives.
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Attributes The attribute of an array drive is usualy read/write ([RW]). If acomponent of a
disk array is missing during startup and the operator decides not to activate fal
mode, the array is set to the read only attribute ([RO]). When the missing drive
becomes available, the array drive shows the ready status (for example,
attribute [RW]).

Striping Size (RAID 0, 5, 10) Datawritten on RAID 0, 4, 5, or 10 drivesis distributed over all
drives (striping). The striping size can only be changed at the time the driveis
created (standard setting is 32K B).

Invalid/Missing (RAID 1) Thesetwo values show the number of invalid/missing drives. Inthis
condition invalid drives exist during the build process (initial copy of datafrom
the master to the dave).

Pool Hot Fix Indicates when the pool hot fixterms_hot_fix accessis enabled or disabled. A
pool hot fix driveis aspare drive within the so-called hot fix pool. A driveina
hot fix pool isavailable for several array drivesas a hot fix drive (assuming it has
appropriate capacity). Thus, several array drives can share one hot fix drive.
Once this drive has been used by one of the array drives, it is no longer available
for the others. Hot fix drives can also be configured as private hot fix drives. A
private hot fix drive can only be used by the array drive it was configured for.
Clicking with the right mouse button on the array drive icon can change the pool
hot fix access.
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The Logical Drive Information Window

Double click on the logical driveicon. Thiswindow shows information on alogical drive. A
logical drive can be either asingle disk, or a chaining group of disks (concatenation), or a stripe set
of several disks. See Figure 89.

Drive No

Drive Name

Type

Status

Capacity
Attributes

Last Status
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Drive No.: |0
Tupe: Dizk Stabusz: ok
Capacity: 1000 ME Aftributes:; R

Last Statys: |0
—RAIDT Component

Log. Drive Info |

Drive Mame;  [FD_EOOD

1

Type: I Statuz;
—RaAlD4/5 Component
Type: IMHS'IET Status: ok

LISERE

Figure 89. Logical Drive Information Window

The number of the logical drive.
The name of the logical drive.

Thetype of the logical drive. A logica drive can be either asingle disk,
or a chaining group of disks (concatenation), or a stripe set of several
disks.

Thisisthe state of thelogical drive. It can be ready, missing (not
available after reset) or failed (for example, no longer available for the
controller).

The available capacity of array drives or host drives.

The attribute of alogical driveisusualy read/write ([RW]). If a
component of adisk array is missing during startup and the operator
decides not to activate fail mode, the array is set to the read only attribute
([RQ]). When the missing drive becomes available, the array drive
shows the ready status (for example, attribute [RW]).

Thelast status information of alogical drive. Thisis different from the
last status information of physical drives.
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RAID 1 Component If the logical driveisamember of aRAID 1 array, it can be either master
or dave. If aRAID 1 component isadded to alogical drive, the datais
read from the master and written to the added logical drive (the dave).
One master may have several daves.

RAID 4/5 Component ~ Asamember of aRAID 4 or RAID 5 array alogical drive can be the
master or acomponent. Different from RAID 1 arrays, thisis only
important for the internal structure of the array.

Change the Name of a Drive

Click the right mouse button on the drive icon. This menu option opens adialog for entering a new
name for the selected drive (up to 7 characters).

Remove a Host Drive

Click the right mouse button on the host driveicon. By selecting this menu item you can delete a
host drive.

A WARNING

When deleting a host drive, all other host drives which are part of the same array drive or logical
drive, the array drive or logical driveitself and all its components are deleted. ALL DATA WILL
BE LOST.

To prevent the operating system from crashing and to hinder the unintentional deletion of drives, all
partitions on the host drive (and its related host drivesif it is split into severa host drives) must be
deleted before the host drive can be removed.
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Create a New Host Drive

150

Double click on the new host driveicon. Only host drives are “visible” to the operating system.

The structure of the host drivesis not known to the operating system. The operating system does
not recognize that a given host drive consists of anumber of hard drives forming adisk array. To
the operating system this host drive simply appears as one single hard drive with the capacity of the
disk array. Thiscomplete transparency represents the easiest way to operate disk arrays under any
operating system. Neither operating system nor the computer need to be involved in the
administration of these complex disk array configurations. To create a new host drive, you need
one or more physical driveswhich are not yet part of another host drive. After double clicking on
the new host drive icon a new window opens. See Figure 90.

New Hosk Drive |
= £ Single Disk
" Chaining
Cancel |
 RAIDD
" Ralbl " RalD + Hat Fix
| " RalD4 " RalDd + Hat Fix
" RalDs & RalDs + Hot Fix
" RalD10 " RalD10 + Hot Fix
=1 =

Figure 90. Create a New Host Drive

On the left side of the window are the available physical drives. Under the drives you can see their
physical coordinates (channel/ID/LUN), the manufacturer and the vendor-unique name. On the
right side you see alist of all possible host drive types that can be configured. When thereisno
physical drive selected in the left box, all possibilities are disabled. While selecting physical drives
for the new host drive, more attributes become sel ectable.

Y ou can select asingle physical drive by clicking onit. If you want to select more than one
physical drive, smply draw aframe around the physica drives, or press the <Ctrl> key and then
click on all the physical drives you want to combine to anew array.

When you have finished the selection of the physical drives, choose the type of host drive you want
to create and click on OK.

If the selected host drive uses data striping (RAID 0, 4, 5, or 10) you can change the default striping
size. If you have selected a configuration with hot fix terms_hot_fix drives, you can choose
between a private hot fix drive or apool hot fix drive. After the host drive was created, you can
partition and format the host drive with the corresponding operating system utility.
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If an array build has begun, you can monitor the progress of the array build by clicking the right
mouse button on the host drive and then selecting progress information logical_progress_info. See
Figure 91.

Progress Information - Array Build |

HERREEER [
Elapzed Time: IDD:DE‘Z22 E ztimated Time: IDD:EE:48

=

Figure 91. Array Build Information Dialog

Parity Verify
Click the right mouse button on the array driveicon.

RAID 4 and RAID 5 drives contain parity information, which is used in the event of drive failure.
The parity information is calculated from the user data on the disk array. On RAID 4 disk arrays
the parity datais stored on asingle disk (parity disk), on RAID 5 disk arraysthe parity datais
distributed over all drives (parity striping). This option verifies online the parity information of the
selected RAID 4 or RAID 5 array drive. If thisoption is selected for several array drives, the
processes are put into a queue and performed one after the other.

If aparity error is detected, find the reason for the data corruption. A good indication of data
corruption can be retriesterms_retry on the SCSI bus. If the retry-counter shows high numbers,
this might be the problem. Possible reasons for parity error are bad cabling terms_cabling,
termination terms_termination or hardware error from a defective drive or an overheated drive.
After removing the reason of the data corruption you can carry out parity recalculate
logical_precalc to ensure that the parity information of this disk array becomes valid.

Intel® Storage Console Plus x| |

@ Parity Werify completed, Parity is okl

Figure 92. Parity Verify
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Parity Recalculate
Click the right mouse button on the array drive icon.

A parity recalculate can be used to repair parity errors which have been previoudly detected with
the parity verify command logical_pverify. A parity recalculation initiates the same process used
for abuild on an array drive. The user data on the drivesisread, parity information is calculated
from this user data and the parity information is written anew.

While the parity recalculate isin progress the array isin the build state state_build. During this
time the array driveis not redundant. Y ou can view the progress of the build process by clicking
the right mouse button on the array drive icon and selecting progress information
logical_progress info.

After the parity recalculate is completed the array drive' s state changes again into ready with the
addition of /patch. This notification has no relevance to the operation of the array drive but isa
reminder that the parity information of the array drive has been recal culated once.

Progress Information
Click the right mouse button on the array drive or physical driveicons.

The progress information window shows the progress (el apsed time, estimated time, and percentage
of completion) of a parity verify logical_pverify, adisk array build state build, or a surface check
pdisk_check. During an array drive rebuild, the information (user data and/or parity) of a specific
logical drive is calculated from the user data and parity information of the other logical drives and
written to this new logical drive. During abuild of an array drive parity information is calcul ated
and written to a specific logical drive (RAID 1/4) or striped over the array drive (RAID 5).

Progress Information - Parity Yerify Ed |

] [T7E
Elapzed Time: IDD:E":':35 E zstimated Time: ||:“:|1|:|313'I
oo |

Figure 93. Parity Verify Progress Information
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Expansion of an Array
Click the right mouse button on the array drive icon.

There are two functions that are available within this option:

* migrate the RAID level of the selected RAID Array drive
(RAID 0 - RAID 4 and viceversa, RAID 0 - RAID 5 and vice versa) and/or
» expand the capacity of the selected array drive by adding one or several new hard drives.

Both functions can be selected at the sametime. For example, migrate from RAID Oto RAID 5
and add anew drive. To initiate amigration or expansion with aRAID 4/5 array drive, the state
must be ready. The data on the array drive remain intact and are not affected by the expansion.

The additional capacity isintroduced asanew host drive. If alogical drivefails during the
expansion, the expansion process continues until the expansion isfinished. The array drive changes
into thefail state. The new capacity is available as anew host drive. Windows NT (Tool: Disk
Administrator) and Novell NetWare (“ Scan for new Devices’ and then Tool: Install) alow the
online integration of new disk capacity. Depending on the RAID level the current array drive has,
selecting a different one will cause the Migration of the RAID level of the array drive. If you select
the same RAID level, the following procedure will expand the capacity of the array drive only.
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g“'r'_'lntelliﬁil Storage Console Plus - [Logical Configuration]

File Miew Window Configuration  Help
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RAIDT Drive O Log. Orive 0 SC51B I0: 1 LUN: D
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PD_BODZ SEAGATE 5T39204L0C

Log. Drive 3 SC51-B I0: 2 LUN: D

PO_BODZ SEAGATE ST39204L0

Figure 94. Logical Configuration

If you want to add additional drives to the array drive, select them from the box on the |eft side of
the window. It is possible to add more than one drive at atime.

If no physical drives are offered, you have to use the “Hot Plug: Add Disk” function first, to add
new drives. Y ou can open the progress information window to monitor the progress of the
expansion. If you have previoudly limited the capacity of the array drive, you are asked if you want
to convert this free space to a new host drive.

154 Intel RAID Controller SRCU32 User’s Guide



A CAUTION

Before starting an expansion it is absolutely necessary to back up all data on the system. If the
expansion process includes a new, unknown hard disk and there are problems with this disk or with
the cabling of this disk, then thereis arisk of data loss. Some expansionstake alongtime, soitis
advisable that there be a minimal amount of traffic on the system.

Add a Hot Fix Drive

Click the right mouse button on the array drive icon.

Use this option to add a hot fix terms_hot_fix drive to an array drive (RAID 1/4/5/10). Add a
private hot fix drive or apool hot fix drive. Private hot fix drives are assigned to a specific array
drive and are activated if amember of this array drive fails. Pool hot fix drives can be used by any
array drive with pool hot fix access enabled. RAID 1 array drives alow only pool hot fix drives.
After choosing the type of hot fix drive, you can select a physical drive from the box that shows al
suitable drives.

Add Hot Fix Drive |

g g F Pool Hat Fis

= B ;
SCSI-BA20  SCSI-BA2A0 Fiivate Hot i

SEAGATE ... SEAGATE ..

=
5CS1-B/4/0

SEAGATE .. Cancel |

Figure 95. Add Hot Fix Drive

The capacity of the hot fix drive has to be larger or equal than the capacity of the components of the
array drive. For example: Thelogical drives of the array drive have 4.2GB capacity, thus the
capacity of the hot fix drive hasto be 4.2GB or larger.

The spindle motor of the hot fix driveis normally stopped (for example, when the hot fix driveis
not needed). Thus, it may take afew seconds to get a response when you click on that drive.

Some general notes on hot fix drives.

One of thereasons RAID Array drives are used, lies with the data redundancy they provide, that is,
the data security you have in the event of a hard drive failure. For the purpose of the following
considerations, we define the term time without redundancy (TWR) asthe time it takes to replace a
failed hard drive (assuming there is no hot fix drive ingtalled in the system). The time without
redundancy should be kept as short as possible, not including the time needed to set up the array
drive (state build).
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Let us assume that one of the hard drives of aRAID 5 array drivefails. The array drive iswithout
redundancy. TWR begins. Any superfluous prolongation of the TWR (because you have to get a
replacement hard drive, or because you did not realize the failure immediately since you didn’t hear
the Intel RAID Controller SRCU32's darm signal, or because no one checked the file server)
increases the risk of data loss should a second hard drive fail. Therefore, new redundancy should
be created as soon as possible and in an entirely automated manner. Integrate a hot fix drive asan
immediately available and auto-replacing hard drive to keep the TWR as short as possible. Only a
hot fix drive can ensure optimal array drive security and constant data availability. Of course a hot
fix drive is not mandatory. If you control the array drive at regular intervals and immediately
replace a defective hard drive (by shutting down the system or using a hot fix), you can minimize
therisk of dataloss.

Remove a Hot Fix Drive
Click the right mouse button on the array drive icon.

This option opens a box showing available hot fix terms_hot_fix drives. Select the hot fix drive
you want to remove from the array drive and then confirm the selection. 'Y ou can remove any pool
hot fix drives or a private hot fix drive from the selected array drive.

Hot Fix Pool Access
Click the right mouse button on the array drive icon.

Enable or disable the access of an array drive to the pool hot fix terms_hot_fix of hot fix drives. If
the accessis enabled this means that if a member of an array drivefails, a drive can be taken from
the hot fix pool and built automaticaly into the array drive. To be able to activate this feature,
there must be suitable logical drivesin the hot fix pool. You can add drivesto the hot fix pool
using the function Add Hot Fix Drive, logical_add_hotfix. By doing so, the hot fix pool access for
this specific array driveis activated automatically. For all other arrays drive you must activate the
access manually.

Add a RAID 1 Component (Mirror a Drive)

Click the right mouse button on the logical driveicon.

Thisfunction alows you to add to alogical drive which isamember of an array drive, another
logical drive asamirror drive (RAID 1).

Example: You have configured an array drive with 4 logical drives. Onelogical drive hasfailed
and the array drive went into the fail state. Another failure would cause dataloss. Unfortunately,
you find another logica drive that islikely to fail (for example, you hear a strange noise fromiit, or
it's grown defect counter explodes). If you initiate a hot plug it islikely that the critical logical
drive will also fail. To avoid that problem, mirror a new good logical drive to the critical one.
When the copying is finished, remove the critical logical drive and carry out a hot plug procedure.
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Add RAID1 Component |

= =

SC5I-B/20  SC51-B/4340
SEAGATE ... SEAGATE ..

Cancel

=l —I

SCSI-BA0
SEAGATE ..

Figure 96. Add RAID 1 Component

1. ToaddaRAID 1 component, select alogical drive, the master. All suitablelogical drives
(with a capacity equal to or larger than the capacity of the master) are shown in a box.

2. Choosethelogical drive you want to add, the dave. After confirming, anew RAID 1 array
driveis built, for example, al data from the master is copied to the slave drive(s). When this
processisfinished al logical drivesinthe RAID 1 array drive areidentical (thereisno longer a
difference between master and dave).

Remove a RAID 1 Component (Remove a Mirror Drive)
Click the right mouse button on the logical drive icon.

Here you can remove adrive from a RAID 1 array drive. If the array driveisin the build
state build or fail state fail state, you may only remove invalid RAID 1 components.

To remove alogical drive from aRAID 1 array drive, select the logica drive you want to remove.
Thisis done by selecting alogical drive from a box where you see all members of the RAID 1 array
drive. After confirmation the logical driveisremoved. If the RAID 1 array drive consists of two
drives, the RAID 1 array drive disappears and only one logical driveisleft. You can create a new
RAID 1 array drive by selecting add RAID 1 logica_add_raidl.
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Replace a Logical Drive

Click the right mouse button on the logical driveicon.

If alogical drive of an array drive without a hot fix drive should fail (or is very likely to fail), you
should replace the defective hard drive with a new one as soon as possible, because the array drive
iswithout redundancy. The replacement logical drive hasto have at least the same capacity asthe
failed one. Thereplacement is carried out with StorCon or the StorCon+. Before thelogical drive
can be removed, you must select anew logical drive from the box with available physical drives
that is shown after this option is selected. If no physical driveis offered, you have to use the

Hot Plug: Replace Drive hotplug_replace_drive function to add a new drive. After the
confirmation, the old logical driveisremoved. Next, the datais rebuilt on the new logical drive.
During this process the array isin the rebuild state state build and therefore not redundant.

The Different States of an Array Drive

Some of these states may have the addition of /patch (for example, build/patch, ready/patch). This
indicates that the original array drive. For example, the parity information was recal culated or the
array drive has been patched from the error state into the fail state. This may become helpful ina
situation where two logical drives of an array drive fail at the same time, but only one of the two
logical drivesisreally defective and the other was blocked out since it was connected with the same
I/0O channel asthe defective one. The array drive's state is error and normally all data would be
logt. Intel RAID Controller SRCU32 includes some functions that allow the patch of this array
drive from the error state into the fail sate. Before the actual patch, the defective drive has to be
physically removed from the array drive. Such a patch procedure should only be used after a
consultation with atrained support person (a printout of the Save Information file, is extremely
helpful).

The Ready State
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The array drive isfully operational when in theready state. All redundant information is present,
that is, ahard drive can fail without impairing the functionality of the array drive. Thisisthe
normal state of an array drive. The ready/expand state indicates that the RAID level and/or
capacity are currently migrated/expanded.

[jﬁ RAID | [E{Ei RAID 4/5

Figure 97. The Ready State
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The Idle State

This state is characterized by the fact that the redundant information of the array drive has never
been entirely created. The array driveisin this state after itsfirst configuration. Should an error
occur while the array isin the build state, the array returns to the idle state Exception: if during
build mode the dedicated drive of a RAID 4 array drive fails, the state changes to fail.

[@ RAID 4/5

Figure 98. The Idle State

The Build / Rebuild State

After the array drive has been configured for the first time, and the build process has begun the
array drive assumes the build state. Whilethe array driveisin the build state, redundancy
information is calculated and stored to the components of the array drive.

The disk array will assume the rebuild state after the automatic activation of a hot fix drive or after
amanual replacement (hot plug). The data and the redundant information are reconstructed and
stored to the new drive.

Whilein the build and rebuild states, the array drive is not redundant.

Y ou can monitor the progress of the array build/rebuild by clicking the right mouse button on the
host drive and then selecting progress information.

[] NOTE

User traffic on an array drive that isin the build/rebuild state, slows down the build/rebuild
process.

BH RAID 1 m RAID 4/5

Figure 99. The Build / Rebuild State
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The Fail State

The array drive changes to the fail state whenever alogical drive fails. Redundancy information is
still present, thus allowing the remaining hard drivesto continue working. This state should be
eliminated as soon as possible by replacing the defective hard drive. This can be done by using a
physical drive that is aready connected with the controller, but not yet used for alogical drive, with
the replace drive logical_replace function, or by using the Hot Plug: Replace Drive
hotplug_replace drive function. If ahot fix drive has previously been assigned to an array drive,
the Intel RAID Controller SRCU32 will automatically replace the defective drive and start the
reconstruction of the data and the redundant information. Therefore, under these circumstances the
fail stateisonly temporary and will be eliminated by the controller itself.

Use the last status physical_drive laststat from the physical drive information to analyze the cause
of the drivefailure. Additionally, check for retriesterms_retry and/or reassigns
terms_grown_defect.

A drive failure may also be the result of bad cabling terms_cabling, wrong termination
terms_termination or overheating.

aij RAD 1 'EEi RAID 4/5

Figure 100. The Fail State

The Error State

Should a second hard drive fail while the array driveisin thefail or rebuild state, it is not possible
to continue the working session without restrictions. The disk array is till available for 1/0s, but
dataloss and error messages on the host level are possible.

Usually you must remove the array drive and build a new one. In some situations (see below) it
might be possible to reset the array.

Use the last status physical_drive laststat from the physical drive information to analyze the cause
of the drive failure. Additionally, check for retriesterms_retry and/or reassigns
terms_grown_defect.

A drive failure may also be the result of bad or cabling terms_cabling, wrong termination

terms_termination or overheating.
[i.i RAID 4/5

Figure 101. The Error State

160 Intel RAID Controller SRCU32 User’s Guide



The Statistics Window

a |
Figure 102. Statistics Window Icon

The statistics window displays the throughput of physical, logical and host drives. The vertical axis
show throughput, the horizontal axis, time. Y ou can add drives by dragging and dropping them
from the physical and logical configuration windows into the statistics window. To change the
layout of the lines, adjust the scales of the axis or remove drives from the stati stics windows using
the chart menu_chart menu.

Scale the statistics window using the arrow keys. Scale time down/up using the left/right arrow
keys. Scale throughput using the up/down arrow keys.

¢ Intel® Storage Console Plus - [Statistics]

SCSI-B2M SEAGATE ST30204LC 11317

—_— SCELBMO SEAGATE ST20204LC 0041
_— SCSI-BMM SEAGATE ST30204LC a911

Figure 103. Statistics Window
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The Controller Events Window

Figure 104. Controller Events Window Icon

The controller events window shows the history of events (since the log was last cleared). The
table below illustrates the severity of events.

Table 29. Event Window Icons

Event Icon Event Description

Information: This event is non critical. It occurs, for example, at the completion of an
array build.

Warning: This event is critical. It occurs, for example, if an array drive’s state changes
from ready to fail.

Error: An error has occurred. This event could be a drive failure.

Q> ¢

The first column in the event window contains icons representing the severity of the event. The
second column lists how often the event occurred. Note that some events may occur often. The
next column lists the date and the time when the event occurred. The last column describes the
event. At the bottom of the window there is the Settings button. Here you can change the polling
interval and enable the auto save function. Logs that are not saved on the hard drive are lost when
the systemisreset. The auto save function saves the current log in the time interval s selected there.
The default name for thislogfileis“srcevt.evt.” The “Save As’ button allows you to write the
contents of the event log to a specific file on the hard drive. The Load button loads an older event
log and displaysit. The last two buttons delete the log file and clear the event buffer.
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Figure 105. Controller Events

StorCon+ includes an online help function. 'Y ou can choose the Help menu or the pointer with the
guestion mark to obtain online help for an icon or function. Thereisalso anindex that allows you
to search for certain keywords and/or topics.

Storage Console Plus

163



164

sl ] 2]l

LF

About Intel® Storage Console Plus

Intel® Storage Conzole Plus Werdion 3
f Copyright [C] 1938-20071 Intel Corfaration

% Intod Stora0e Consc Mus Help
-lc bdt  Eockmarc | ophzre  Hodp

Cortonte| cd | Bock | it |

The Fhysical Configuration Window
.ﬂﬂlﬁﬁ [ )

“hiz wind 2 ghows 1he phesizs| confiz _retion of
Conlicllar awrd Lhe dan vl wilhr Hesw
starting Fa= 59z cftwes 29z 3AI0 Contrallz-

o get deza led b -nst cnoonthe sing = cev ces
Thue wirmdusees Ul opren, dupze e oo e ype ol 1

To chacretbe phesics configo+st on of the dewi
sel=_l iz ccnsspundin: D= o e 2o mure

Fzssible - -oices are:
U irk nrcthe pos 1 orreniiteems bngek intereeatic

icun desaaiption duuble dick

m Crrrrller Lrrenller in®

ACE:k A o el d ozl

Add 2 TAIDT Componset (i a Diivel
Sray Diive | Formiskios A ndoe,

I

)
—hang= e Zonralel Setiags
Zlang= e SIZ Seltnge
Zhannz  nicraaton wiodow

i
i
Hadp | opacs: Intal Storage Lonsole Plus Halp Lonkents [ 2] =]
D:l't:i'tsl nd=s  “ind |
1 Tope b a5 0 wasard It Sienl
I j Cl==r
2 helect tore natching werds ke q=row vou s2arch Upiae..
B

Fir il

FIrd [z

Remiald

L

| [ a1 ok, Broun. ady Scuge |

Diizplzy, I Firr I Carcel I

¢ processars |.'.' Tupizs Faard
Thesr aw the 177 Tirceasnes nnthe AT 10
L cha--el
Iran desrslprinn dnubiie click
{-':'.\:': FUEL praressae Ctannel |- nrfEmmn B RS
LA Soiardecises) Riegean] 2z

Hak Flug: A=d Jig-

SEF Conligure Shot;

Figure 106.

StorCon+ Help

Intel RAID Controller SRCU32 User’s Guide



Intel RAID Controller SRCU32 Service and Intel RAID

Controller SRCU32 Mail

There are additional tools list below which are part of StorCon+ delivery.

Intel RAID Controller SRCU32 Service

Intel RAID Controller SRCU32 CTRLSRV

Intel RAID Controller SRCU32 Mail

Allows remote access to an Intel RAID
Controller SRCU32 in aWindows NT server

Allows remote access to an Intel RAID
Controller SRCU32 in a Novell server

Converts Intel RAID Controller SRCU32
messages into standard mails (for
Windows 9x/NT, MAPI format)

It is recommended that you install the Intel RAID Controller SRCU32 Service/ Intel RAID
Controller SRCU32 CTRLSRV and the Intel RAID Controller SRCU32 Mail tool on each server
that is equipped with Intel RAID Controller SRCU32. Thus, remote accessto Intel RAID
Controller SRCU32s in a network can be easily managed from one or several authorized users.

1. Toinstal the Intel RAID Controller SRCU32 Service under Windows NT, copy IIRSRV.EXE
and IIRSRV.CPL into the winnt\system?32 directory and from the command line load

AITRSRV .

2. Inthe control panel load the “services’ program and activate the Intel RAID Controller

SRCU32 Service with the Start button.

To start the Intel RAID Controller SRCU32 Service during every new boot of the system
automatically, click “ Startup” button. See Figure 107.
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Figure 107. Services
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To configure the Intel RAID Controller SRCU32 Service double click on the Intel RAID Controller
SRCU32 Serviceicon. See Figure 108.

» ThePoll-Interval determines the time between two message acquisitions of the Intel RAID
Controller SRCU32 Service.

» Under Workstation you can add workstations that receive broadcast messages from the Intel
RAID Controller SRCU32.

* Inthe device driver section you can add or remove parameters for the RAIDSRC.SY S driver
(for example, reserve parameters for raw devices).

E3 Control Panel . i : 5 oy ] (B4
J File Edit Wiew Favorites Tools  Help ‘ -
J 4=Eoch - = - | @Search L Folders @History | PP R O v | Ed>
J.ﬁ.ddress I@ Zontral Panel j @GD
L] [&] c
e Accessibility  AddfRemove  AddiRemowe  Administrative Adobe Gamma
Control Panel Qpkions Hardware Programs Tools
; > ; )
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Controller DakejTime Display Folder Options Fonts Game
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Figure 108. RAID Configuration Services

In the IOCTL Srv property sheet you can add / remove users which have remote access to the Intel
RAID Controller SRCU32 via StorCon+. Passwords are encrypted. See Figure 1009.
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RAID Configuration Service

Figure 109. RAID Configuration Service Add/Remove Users
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The Intel RAID Controller SRCU32 Mail tool gathers messages from the Intel RAID Controller
SRCU32 Service, generates standard mail messages and sends them to pre-defined workstations.
See Figure 110.

- RAIDMail
RAIDMai .
Look for events eveny |1 minukes.
‘2 Event output ta; ¥ Local system
W Log file
[ Remote system
[ tai
k. | Cancel |

Figure 110. RAIDMail

After loading IIRMAIL.EXE and selecting “ Settings,” configure the mail tool.

If you select “Loca System” all messages are displayed on the server itself. If you select “Log
file,” you are asked for alog file path/name. See Figure 111. All messages are recorded into this
file (Figure 111). “Remote System” alows you to add workstations to which messages are sent.

See Figure 113
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Figure 111. Log File Name
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Workstation Names |

Demad achine-02
Dremokd achine-0

&dd

Delete

Cancel

EEE

Figure 112. Workstation Names

Figure 113 illustrates a typical message generated by Intel RAID Controller SRCU32 Mail. The
“Mail” option allows the interfacing to a standard mailing system (like Micrasoft Outlook or
Exchange).

RAIDMail |
Wed Dec 31 17:00:00 2000
Adapter 0, Array Drive 2: drive build started

Figure 113. RAID Mail Utility
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9 Getting Help

World Wide Web

http: //support.intel.com/support/mother boar ds/server/

Telephone

Talk to a Customer Support Technician* (Intel reserves the right to change pricing for telephone
support at any time without notice). Credit card calls billed at U.S. $25 per incident, levied in local
currency at the applicable credit card exchange rate plus applicable VAT (Intel reserves the right to
change pricing for telephone support at any time without notice).

*Or contact the local dealer or distributor. For an updated list of telephone numbers, please see:
http: //www.intel .com/support/9089.htm

In U.S. and Canada:
«  1-800-404-2284

In Europe:
* UK 08706072439
* France 01 41 918529
*  Germany 069 9509 6099
» ltaly 02 696 33276
* Spain 91 377 8166
* Finland 9 693 79297
» Denmark 38 487077
* Norway 23 1620 50
*  Sweden 08 445 1251
* Holland 020 487 4562
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In Asia-Pacific Region:

Australia 1800 649931

Hong Kong 852 2 844 4456

Korea 822 767 2595

PRC 800 820 1100

Singapore 65 831-1311

Taiwan 2 2718 9915

India 0006517-2-830 3634

Indonesia 001-803 65 7249

Malaysia 1-800 80 1390

New Zealand 0800 444 365

Pakistan 632 6368415 IDD via Philippines
Philippines 1-800 1 651 0117

Thailand 001-800 6310003

Vietnam 632 6368416 IDD via Philippines

In Japan:

0120-868686 (Domestic)
81-298-47-0800 (Outside country)

In Latin America:
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Brazil 0021-0811-408-5540
Mexico 001-800-628-8686
Colombia 980-9-122-118
Costa Rica 0-800-011-0395
Panama 001-800-628-8686
Miami 1-800-621-8423
Chile 800-532-992

Ecuador 999-119, 800-628-8686 (ViaAT&T)
Guatemala 99-99-190, 800-628-8686 (viaAT&T)
Venezuela 800-11-120, 800-628-8686 (via AT&T)

Argentina 001-800-222-1001, 800-628-8686 (viaAT&T)

Paraguay 008-11, 800-628-8686 (viaAT&T)
Peru 0-800-50000, 800-628-8686 (via AT&T)
Uruguay 000-410, 800-628-8686 (viaAT&T)
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10 Regulatory and Certification Information

[] NOTE

This card isintended for use in UL Listed computers or equivalent that have instructions detailing
installation.

Product Regulatory Compliance

The Intel RAID Controller GDT8623RZ-I (SRCU32) add-in card, when correctly integrated per this
guide, complies with the following safety and electromagnetic compatibility (EMC) regulations.

Product Safety Compliance

CSA C22.2, No. 60950/UL 60950, 3" Edition (US/Canada)
EN 60 950 (European Union)

IEC 60 950 (International)

CE - Low Voltage Directive (73/23/EEC) (European Union)

Product EMC Compliance

FCC/ICES-003, Class B Emissions (USA/Canada) Verification
CISPR 22, 3" Edition, Class B Emissions (International)
EN55022, Class B Emissions

EN55024: 1998, Immunity

CE - EMC Directive 89/336/EEC

AS/NZS 3548, 1995 Class B Emissions (Australia/ New Zealand)
BSMI CNS13438, Class A Emissions (Taiwan)

RRL, MIC Notice No. 1997-41 (EMC) & 1997-42 (EMI) (K orea)
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Product Regulatory Compliance Markings

The Intel RAID Controller GDT8623RZ-I (SRCU32) add-in card will be marked with the
following regulatory markings:

CULus Listing Marks LISTED

ITE
@ E139761
c Us
CE Mark c €

FCC Marking (Class B) intal. GODTBE23IRZ

Tested to
Comply With
FCC standards

FOR HOME OR OFFICE USE

L

Australia C-Tick Mark

N232

Taiwan BSMI Marking (Class A) *ﬁﬁﬁ 3902|943

KoreaRRL MIC Mark

In addition, theIntel RAID Controller GDT8623RZ-1 (SRCU32) add-in card meetsthefollowing
regulations:

Canada EMC Marking (Class B)
CANADA ICES-003 CLASS B

CANADA NMB-003 CLASS B
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Electromagnetic Compatibility Notices

FCC Verification Statement (USA)
Product Type: GDT8623RZ-I (Intel RAID Controller SRCU32)

This device complies with Part 15 of the FCC Rules. Operation is subject to the following two
conditions: (1) This device may not cause harmful interference, and (2) this device must accept any
interference received, including interference that may cause undesired operation.

Intel Corporation

5200 N.E. Elam Y oung Parkway
Hillsboro, OR 97124-6497
Phone: 1-800-628-8686

This equipment has been tested and found to comply with the limits for a Class A digital device,
pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection
against harmful interference in aresidential installation. This equipment generates, uses, and can
radiate radio frequency energy and, if not installed and used in accordance with the instructions,
may cause harmful interference to radio communications. However, there is no guarantee that
interference will not occur in a particular installation. If this equipment does cause harmful
interference to radio or television reception, which can be determined by turning the equipment off
and on, the user is encouraged to try to correct the interference by one or more of the following
measures:

Reorient or relocate the receiving antenna.
Increase the separation between the equipment and the receiver.

Connect the equipment into an outlet on a circuit different from that to which the receiver is
connected.

Consult the dealer or an experienced radio/TV technician for help.

Any changes or modifications not expressly approved by the grantee of this device could void the
user’s authority to operate the equipment. The customer is responsible for ensuring compliance of
the modified product.

All cables used to connect to peripherals must be shielded and grounded. Operation with cables,
connected to peripheras that are not shielded and grounded may result in interference to radio and
TV reception.

Regulatory and Certification Information 175



ICES-003 (Canada)

Cet appareil numérigue respecte les limites bruits radioél ectriques applicables aux appareils
numériques de Classe Aprescrites dans lanorme sur le matériel brouilleur: “Appareils
Numeériques,” NMB-003 édictée par le Ministre Canadian des Communications.

(English trandation of the notice above.) Thisdigital apparatus does not exceed the Class B limits
for radio noise emissions from digital apparatus set out in the interference-causing equi pment
standard entitled “Digital Apparatus,” |CES-003 of the Canadian Department of Communications.

CE Declaration of Conformity (Europe)

This product has been tested in accordance to, and complies with the Low Voltage Directive
(73/23/EEC) and EMC Directive (89/336/EEC). The product has been marked with the CE Mark
toillustrate its compliance.

BSMI (Taiwan)

The BSMI ID certification number islocated on the primary (top) side of the product.

Warnings and Cautions

Warnings

The connection of a non-shielded equipment interface cable to this equipment will invalidate the
FCC certification of this device and may cause interference levels that exceed the limits established
by the FCC for this equipment. It isthe responsibility of the user to obtain and use a shielded
equipment interface cable with this device. If the equipment has more than one interface connector,
do not leave cables connected to unused interfaces unless otherwise instructed to do so in the user’s
manual.

Changes or modifications not expressly approved by the manufacturer could void the user’s
authority to operate the equipment.

Cautions
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Take precautions to prevent electrostatic discharge (ESD) damage before handling the Intel RAID
Controller SRCU32. ESD can damage adapter card components. Perform the described
procedures only at an ESD workstation. If no such station is available, you can provide some ESD
protection by wearing an antistatic wrist strap and attaching it to a metal part of the computer
chassis.
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11 Appendix

BIOS Information

Background 1/O’s

Due to memory manipulation done during the PCI configuration cycle, background 1/O’s on the
Intel RAID Controller SRCU32 cannot be run until the OS is up and running.

BIOS Boot Messages

When booting the Intel RAID Controller SRCU32, the boot message in Figure 114 appears. Inthis
example, an Intel RAID Controller SRCU32 has been detected in PCI dlot 3, and it has 32 MB of
RAM instaled on the controller. A detailed explanation of the boot message follows.

Storage RAID Controller BIOS Uersion 6.6B0b
opyright (C) 1991-2001 by Intel Corporation Jul 19 26001

Controller(s) found, Selftests 0K, scanning SC51 Bus ...
T»141 DPMEM (B) at OxFADDOOOGE-OxFAGGE3FFF, INT A = IRO 11.
¥~»141 SRCU3Z - HWLE - 64 MB SDRAM-ECC - 2048kB Flash-RAM
T~»141 SN BEOFE2211 - Clust. Firmware-Fll-Uersion 2.32.00-RO02 - Jul 18 2001. |
T»141 ECC support enabled.
7~141 SCS5I-B ID:1 LUN:@ —- QUANTUM ATLAS_V__9_5CA 160ME-s .
¥-141 SCS5I-B ID:2 LUN:0 —- (OQUAHTUM ATLAS VU__9 SCA 1660MB. s
7141 SCS5I-B ID:3 LUN:0@ -- OQUAHTUM ATLAS 10K 95CA 160ME.~ s
¥»141 SCSI-B ID:4 LUN:8 —- OUANTUM ATLAS 10K 95CA async
7»141 SCSI-B ID:5 LUN:B -- OQUANTUM ATLAS IV 9 SCA async. .
T-141 Private RAID-5 Host Drive O installed (ready)

prpr Press <Ctrl><G> to enter Intel(R) Storage Console +««44

Figure 114. BIOS Boot Message
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NOTE

Because each SCY channel has its own span process running in parallel, the POST scan of SCS
devices does not display in sequential order.

BI OS at 0x000C90000 — Ox000CE7FFF

Unlike ISA or EISA computers where the BIOS address of a peripheral expansion card is set
manually (ISA, jumpers) or with the help of a configuration file (EISA, cfg file) and the address
space is determined by the user, the PCI system-BIOS automatically maps the BIOS of a PCI
compatible peripheral expansion card to amemory address. At each cold or warm boot, it
determines which address space to assign to the BIOS of an expansion card. The message shown in
Figure 114 reports the physical address occupied by the Intel RAID Controller SRCU32 firmware
BIOS.

[PCl 7/14]

PCI device, bus system 7, dlot 14. The PCI 2.x specification allows several PCI bus systems to be
present in one PCI computer. All Intel RAID Controller SRCU32's have been designed to support
multiple PCI bus system computers. The slot number indicated in the message above does not refer
to the 14th PCI dlot, but indicates that the Intel RAID Controller SRCU32 is plugged into aslot
which isthe 14th of the PCI chipset that the PCI computer can access. To determine which
physical PCI dlot this corresponds to, consult the PCI computer system manual.

DPMEM (B) at OxFAO000000 - OxFAOO3FF INT A = IRQ 11

“DPMEM” standsfor Dual Ported Memory. The Intel RAID Controller SRCU32 needsthis
address space of the PCI computer for the command communication. Aswith the Intel RAID
Controller SRCU32 BIOS, this mapping is also automatically carried out by the PCI system-BIOS.
Thisinformation is essential when installing “ Expanded Memory Managers’ under DOS and
Windows. The Intel RAID Controller SRCU32 DPMEM address space has to be excluded from
the control of such amanager. Also, this message informsthat the “PCI INT A” of the Intel RAID
Controller SRCU32 has been assigned to the system IRQ 11. Thisassignment isalso carried out
automaticaly if the PCI system-BIOS is 100% PCI 2.x compatible.

SRCU32 — HW.O -- 64 MB SDRAM/ ECC - 2048KB Fl ash- RAM

“SRCU32 -- HWLOQ” stands for the type of Intel RAID Controller found by the Intel RAID
Controller SRCU32 firmware BIOS. (“HWL" means hardware level.) “64 MB SDRAM / ECC”
indicates that the installed DIMM isa64 MB ECC SDRAM module. “2048 KB” indicates the size
of theinstalled Flash-RAM. Depending on the size of the installed RAM, the following messages
are possible (“xx" = 32, 64, 128, 256):

xx MB SDRAM/ECC
xx MB ECC-SDRAM-Module

async

SCSI devices areindicated as “async” until they have been initialized by the Intel RAID Controller
SRCU32.
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SCSI - B
Indicates SCSI devices which have been detected on the controller’ s SCSI channels.

Press <Cirl><G> to enter INTEL(R) Storage Consol e

After pressing <Ctrl> + <G>, the message “ ... Please wait...” appears. Thel/O busscanis
completed and the built-in StorCon configuration program is loaded. Y ou are now free to configure
RAID array drives.

FLASH Memory Programming

Firmware Update Procedure via XROM StorCon

The Storage Console (StorCon) is afull-featured monitoring and configuration utility with atext-
based user interface. StorCon manages al aspects of the RAID subsystem as well as many features
of the RAID adapter.

Y ou can use StorCon to update the firmware image. The menu option, Firmware Update, allows
you to update the firmware, BIOS and expansion ROM (XROM). StorCon is currently programmed
on the flash memory of the IR controller. Because the Flash-RAM can be reprogrammed many
times, the software modules can be easily updated without having to remove the controller from its
PCI dlot.

Thefirmware, BIOS and XROM StorCon are part of the file, SRC_RXFW.xxx, where thefile
extension xxx indicates the version stepping. The current firmware file can be found on the RAID
Software Suite CD-ROM. To get the latest firmware for the [ IR controller, visit our website at:
http://support.intel.com.

[] NOTE
The Firmware Update option is not available when StorCon is accessing the | IR controller
remotely.

Follow the procedure below to update the firmware via XROM StorCon.

1. Download the firmware image containing the latest programs/drivers from the website. Format
a3.5” HD disk (1.44MB) and copy the SRC_RXFW file onto the disk.

2. With the adapter ingtalled in the system, boot the computer and press <Ctrl>+<G> when
prompted to enter the BIOS version of StorCon.

[] NOTE

When upgrading a major firmware version number (e.g. 2.32.00 to 2.33.00), it will be necessary to
boot to DOS and run SorCon.exe to perform your firmware upgrade.

3. Select the applicable IR controller and press <Enter>.
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4. If the Express Setup menu is displayed, press <F4> to display the Advanced Setup menu.
Select the menu option, Configure Controller and press <Enter>. Insert the floppy containing
the latest firmware file into the floppy disk drive.

5. From the Configure Controller submenu, select Firmware Update and press <Enter>.

6. XROM StorCon searches for the firmware file from the floppy drive, a\. After finding thefile,
StorCon displays the name, description and version of the firmware. Press <Enter>.

7. StorCon reads and checks the firmware file, then displays awarning. Press <Y> to confirm the
firmware update.

StorCon programs the flash EPROM.

A WARNING

Do not interrupt the update processto avoid damaging the firmware image in the flash. If the
firmware update isinterrupted and/or the firmware becomes unusable, please contact your RAID
controller vendor. Seethe appendix titled Firmware Recovery before contacting your RAID
controller vendor.

8. After StorCon indicates that the update is complete, press any key. The focus returnsto the
Configure Controller submenu.

9. Press<Esc> several timesto close the menus and press <Y > to quit StorCon. StorCon detects
the firmware update and requires a system reboot.

10. Pressany key to reboot.

When the update process has completed, reboot the computer for the change to take effect. During
the boot, the system displays the updated firmware version. Y ou can also relaunch StorCon and
select the applicable IR controller to view its new firmware version at the bottom of the console
(for example, FW:2.32.00-Rxxx).

Y ou can aso use the OS version of StorCon to update the firmware. Refer to the StorageConsole
chapter of the Software Guide for more details.

Firmware Recovery

If your firmware has been corrupted, the following procedure may be helpful before contacting
your RAID controller vendor:

Before you begin:
 Have aDOS bootable diskette available

» Havethe DOS version of Storage Console executable (STORCON.EXE, obtained from web site or
CD) available.

e IR firmwarefile (e.g. SRC_RXFW.xxx), obtained from http://support.intel.com
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Procedure:

1. Copy STORCON.EXE andthelIR firmware file on to bootable DOS diskette.
Place diskette in drive A: and boot your system.

Once booted, type "storcon /defect” at the A:\ prompt.

A wb

When Storage Console loads, perform the firmware update procedure, starting at step 3, as
described in the appendix section titled FLASH Memory Programming.

PCI Hot Plug Overview

The PCI Hot Plug (PCI HP) specification defines the requirements for adapter cards, system
platforms, and system software to enable the insertion and removal of PCI adapter cards without
turning off the platform or rebooting the operating system. The process may include stopping a
portion of the software or controlling the power cycle of aportion of the hardware such as, in this
case, aPCl dlot. Thisindustry standard offers customers higher system availability by helping to
eliminate both planned and unplanned downtimes.

PCI HP requires network operating system (NOS) and PCI adapter driver support. PCI HPis
different from other types of hot swapable devices since such devices (like afan or power supply)
do not require the cooperation or knowledge of the NOS or any specialized driver in order to
perform an online replacement.

A PCI Hot Plug system requires a hot plug platform, a hot plug OS, and hot plug adapter drivers. A
system can include any combination of hot plug and conventional versions of each of these
components, including amix of both hot plug and conventional adapter drivers. However, a
particular adapter can be hot plugged only if all three components for that adapter support hot plug
operation.

PCI Hot Plug enables the features of replacement/repair (Hot Replacement), addition (Hot
Addition), adapter update, and deletion (Hot Deletion) of PCI adapters. Hot Replacement consists
of replacing a malfunctioning adapter in a system utilizing, in sequence, the Hot Removal followed
by the Hot Insertion functions of PCI Hot Plug. Hot Addition consists of adding a completely new
device to the system utilizing the Hot Insertion function of PCI Hot Plug. Hot Deletion consists of
removing (but not replacing) an existing adapter in a system utilizing the Hot Removal function of
PCI Hot Plug.

There are two basic functions of PCI Hot Plug:

Hot Insertion

Theinsertion of a device into a powered-down PCI HP dlot only (the system remains powered on)
and power up of that slot once deviceisinserted. This assumes that driver for (PnP) device being
inserted does not require reboot or driver is already loaded.

Hot Removal

Removal of a device by first powering down the HP PCI slot on which the deviceisinserted then
physically removing the device from the HP PCI slot. Surprise Removal, the removal of the card
whilethe dlot till powered, is not supported.
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Prior toinitiating the removal of the adapter via PCI Hot Plug, the user isresponsible for closing
all applicationsthat communicate to the adapter and for verifying that thereis no I/O activity to
thelIR contraller.

Refer to the appropriate Hardware Guide to determine the PCI Hot Plug features implemented on
the lIR controller.

Integrated support for PCI Hot Plug can be found with the following operating systems:

« Novell NetWare 4.11 and 5.x
e SCO UnixWare 7.x
e Microsoft 2000

Windows NT 4.0 is capable of supporting Hot Replacement but only with special drivers. Refer to
the section of the manual titled PCI Hot Plug of the IIR controller to determine the specific
operating systems being supported.
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