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Install the Server Operating System Intel” RAID Controller SRCZCR Diagram
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Microsoft* Windows * Server 2003/ OR Red Hat* Linux 8.0 Installation m m
[ * ] * 'q \
Microsoft* Windows* 2000
5 /—Low-profile Bracket ‘ ‘
Advanced Server /n5ta//atlon IMPORTANT: Complete the steps on the reverse side before beginning your —
OS installation. If you are installing a version other than Red Hat* Linux 8.0, refer to: . 5 — Standard
http://support.intel.com/support/motherboards/server Bracket J2B1
IMPORTANT: Complete the steps on the reverse side before beginning for installation instructions. o -
. . . ® ® Normal-Run Reset/
your operating system installation. . Y .
% 1 L ) Flash Update"  "Flash Recovery
Step A: Install Red Hat* Linux ; )
Step A lnSta” M ICFOSOft WIndOWS Read the Red Hat* Linux documentation to understand the disk space / size 4 i
Server 2003 or Mlcrosof’[* requirements for the Red Hat* Linux 8.0. v | S
Windows* 2000 Advanced Server 1. Boot the system with the Red Hat* Linux 8.0 CD-ROM
2. At the boot prompt, press <Enters. ’
. , 3. Follow the on-screen instructions to complete the installation. The RAID controller scsi 1103 <> Wns 34i-0
LRSI NI t.hﬁ kilueMs:etup Sfirs\?ng;'m inpo%asrsMpress :f?;/ dows* driver will be automatically detected and installed. Termination FLASH Memor |ooeeeies: o
E EOOt tz(ej systen; gnt ! eCDIIC'-RrST\EIDt INcows A ESRE S Note: When an Intel RAID controller is installed, a kernel patch must be applied e Y
5 POOO F;ance erverh k_)l L lati duri for the system to operate and shut down correctly. The instructions and patch file 7
- TTEsS <Fb> as ?OO” as the blue installation screen appears curing mass name below are based on the patch available at the time this document was written. Channel 0 [J1]
storage detection . Channel 1 [J2] DS2A1
Wh 9 d ’ ’ ller- The name of the patch file and the instructions may change at the discretion of Red
&k el stce A eltel el sl ele NCle e s 1g Hat. For the latest patches, see the Red Hat download site.
Select “§” ity additional devi 4. Download the kernal patch kernal-smp-2.4.18-18.8.0.i686.rom
DSl 9 iy Cllislt Sl Elefe EisIet: 5. Type: rom -ivh kernel-smp-2.4.18-18.8.0.i686.rom and press <Enter> to install the patch file.
. . . . i N Note: Depending on your system configuration, you may need kernel patch source files 166.75 mm 166.75 mm
: fgert M'CJOSSOH V\llmdol\l/vs. Se(g\{er ngi/MlcrOSOﬂ Vc\I/m dgws 12000 to recompile a driver that will work with the new kernel. See the Red Hat download site ©onem ©9nein
A var;ce ldervferhlnstah ation driver diskette (created in Step 1 on for source files and other information.
the other side of this sheet). 6. Modify the loader configuration to select the kernel patch as the default kernel. Proces'sfg sabit
PCI
» Press <Enter> to select the “Intel RAID” driver and continue with the Interface
Windows installation. :
Step B: Install and Launch the Storage Console
Step B: Install and Launch the Storage Monitoring Utility
Console/storage ConSO|e+ 1. Copy StorCon-x.xx.gz from the Resource CD to a directory in the Linux system by typing
Ce the following at the prompt: Eﬂgr'f]oe'y""“"
Utl | |t| es cp /mnt/cdrom/Linux/install/storcon-x.xx.gz /<directory of your choice> <Enter> Module
2. Move to the folder where you copied the StorCon file and then unpack StorCon by typing: Data Cache
1. Boot the operating system and login with administrator rights. gunzip SIorcon-x-xx-gz.
2. Insert the Intel® RAID Controller SRCZCR Resource CD. 3. Rename StorCon by typing: mv storcon-x.xx storcon N
3. Select "Install" and follow the on-screen instructions to install the 4. Change the ekl (el t_he storcon file by typmgf chmod 700 storcon . Tt | | : s -
Storage Console and Storage Console+ utilities, and the runtime driver. 5. Copy StorCon to a directory in the seach path by typing: cp storcon /usr/bin | 58 mm | ! !
4. Launch the Storage Console and/or Storage Console+ utilities by 6. Optional: When using StorCon from the Linux system console, the StorCon screen can be eien : (gﬁ/’:’;‘]) !
selecting "Start / Programs / RAID Tools." overwritten by system / kernel log messages. To avoid this, execute the following command Front View Back View
Select "Storage Console' or "Storage Console+." for a console prompt session: dmesg -n 1 . . .
5. The next time you boot your system, you may be prompted by a 7. This step is not necessary if StorCon is used from an X-windows terminal window. When
et o . - finish ith h fault level with th : -n7
prompt that says "Finish" or "Next" to complete the installation. you are finished with StorCon, return to the default level with the command: dmesg - Note: The Intel® RAID Controller SRCZCR comes with the firmware installed on the board. If for any reason the firmware becomes corrupt, these
jumpers are used for firmware recovery. Refer to the Hardware and Software Guides for detailed instructions on the firmware recovery procedure.

Choosing the Right RAID Level

< o3 Minimum Disks: 2 Striping of data across multiple drives in an array. This
N N> Read performance: Excellent provides high performance, but no data protection.

RAID 0O Write performance: Excellent
Fault tolerance: Nene
< o < 3 Number of Disks: 2 Disk mirroring, meaning that all data on one disk is
‘6; ‘5; Read performance: Excellent duplicated on another disk. This is a high availability
RAID 1 Write performance: Good solution, but only half the total disk space is usable.
E E Fault tolerance: Excellent
Ty @y @y Striping with parity. Data information are striped amongst
o1 WWpi QWP Minimum Disks: 3 the disk drives as in RAID 0. Additionally, the controller
— - — Read performance: Excellent calculates redundancy data (parity information) which are
RAID 4 Write performance: Fair stored on a separate disk drive. A good compromise of
Fault tolerance: Good performance, fault tolerance, and drive space utilization.

) e Information for the Intel® RAID Controller SRCZCR, including specifications, manuals, and
Fault tolerance: Good space utilization. .
updates can be found at:  http://support.intel.com

03 sy - Minimum Disks: 3. Striping with parity. Da_ta gnd parity information are T e
RAID 5 Read performance: Excellent spread among each drive in the array. A good
Write performance: Fair compromise of performance, fault tolerance, and drive

Make Your Server Platform Complete with Intel Server Building Blocks:

-. ) Minimum Disks: 4 Disk mirroring and data striping that achieves a balance . :nte: gerver g%?lgdé troll

— Read performance: Excellent between the increased data availability inherent in ntet server ontrofiers
E Disk Write performance: Good RAID 1 and RAID 5 and the increased read performance * Intel Server Adapters

Fault tolerance: Excellent inherent in disk striping (RAID Q).
RAID 10 ) Each drive in the array is duplicated. This level array Current product information on server building blocks can be found at:

D1 ) offers high data transfer advantages of striped arrays www.intel.com/go/serverbuilder

- and increased data accessibility.
E Disk




