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Chapter 1. Introduction

The Intel® Trace Analyzer is a graphical tool that displays and analyzes event trace data generated
by the Intel® Trace Collector. It helps in detecting performance problems, programming errors or in

understanding the behavior of the application. This document describes the feature set of the Intel
Trace Analyzer.

1.1. Notation and Terms

« Menus and menu entries are printed as shown below:

Main Menu—File—EXxit

This denotes the “Exit” entry in the “File” section of the Main Menu.

« Shell commands are printed with a leading '$’. For example,
$Is

denotes the UNIX command “Is”.

« The following line is an example of how source code is presented:

CALL MPI_FINALIZE()

The term “process” in this documentation implicitly includes thread. As soon as the Intel Trace Ana-
lyzer loads a trace file that was generated running a multithreaded application, the GUI uses the term

“thread” only if it is applicable. This is done to avoid confusing MPI application programmers who
normally use the term “process” instead of “thread”.

Figure 1-1. The Intel Trace Analyzer

Il Intel® Trace Analyzer - [1: //knsfiler] /PSP,

[ |
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- Group MPI 2e+01 = I 2E+0T s SE+03 0002 s
= Group Spplication 04s 2E+01 5 Z2E+01 0.03s
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1.2. Starting Intel Trace Analyzer

Note: For a proper functioning of the Trace Analyzer you must ensure that files do not get modified
while they are opened in the Trace Analyzer.

1.2.1. Starting in a UNIX Environment

In a UNIX environment, invoke the Intel Trace Analyzer via the command line by typing

$ traceanalyzer

Assuming that the executable is found, this command launches the Intel Trace Analyzer. Optionally,
one or more trace files are specified as arguments as shown in the following example:

$ traceanalyzer poisson_icomm.single.stf &

The above example opens the trace ffilésson_icomm.single.stf in the Intel Trace Analyzer
(SeeFigure 1-1. To open trace files within the Intel Trace Analyzer without restarting it, use the File
Menu entryMain Menu—File—Open. Each time a trace file is opened a new window displaying
the trace file’s Function Profile Chart is displayed (Ségure 1-3.

1.2.2. Starting in a Windows* Environment

In a Windows* environment, click on a trace file to invoke the Intel Trace Analyzer or use the menu
item Start—All Programs—Intel Trace Analyzer.

1.2.3. The Trace Cache

For every trace file opened by the Intel Trace Analyzer, a trace cache is created for more efficient
access. It is stored in the same directory as the trace file and has the same filename but with the suffix
.cache added.

1.2.4. The Command Line Interface (CLI)

Intel Trace Analyzer provides a command line interface (CLI) in the Windows and the UNIX envi-
ronment. One application of the CLI is to pre-calculate trace caches for new trace files from batch
files without invocation of the graphical user interface. This might be useful for very big tracefiles.
You might also want to automate producing profiling data for several tracefiles without further user
interaction. For details refer @©hapter 7
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1.3. Internationalization

Intel Trace Analyzer’s target audience is pretty small compared to, say a word processor and the same
installation on a parallel computer will often be used in diverse communities. The GUI is as agnostic
as possible when it comes to internationalization (or i18n for short).

There is only an English version of the software and the documentation. Also, the number formats in
the GUI (refer toSection 2.2andSection 5.1Band in exported text files always use a decimal point
and when separating three digit groups a space character is used instead of a comma or point.

The problem of non-ASCII characters in path and filenames is a little more complicated. Intel Trace
Analyzer uses UTF-8 encoding internally and in its configuration file to be able to deal with file and
path names that contain characters from most of all the languages of the world.

Since Windows* uses the same encoding (UTF-16) in file and path names regardless of your language
and region settings you do not need to configure anything to make the Trace Analyzer work in your
environment. As soon as the file names appear correctly in the directory listings they will be usable
in the Trace Analyzer.

On Linux* systems you will have to set the encoding part in your locale settings correctly to be able
to open your tracefiles. If your use plain ASCII in your path names then you are already done. On a
recent Linux* system chances are high that everything is setup correctly out of the box.

Valid locale settings look liken_US.latin-1 (for an U.S. American)de DE.UTF-8 (for a Ger-
man),fr_CA.iso88591  (for a Canadian speaking french) ajadJP.ujis (for a Japanese). The
commandocale  will help to list all available locales and encodings on your system. For the Trace
Analyzer only the encoding part of the locale setting is relevant. All file names and path names given
on the command line and read from the file system are expected to be encoded in the encoding given
by the locale settings. Beware: having for example UTF-8 encoded directory names and storing trace
files there with 1ISO-8859-1 encoded filenames can lead to inaccessible files.

Trace Analyzer supports the following encodings (but use the encoding names as gluealdoy
-m):

« Latinl

+ Big5 -- Chinese

» Big5-HKSCS -- Chinese
« eucJP -- Japanese

« eucKkR -- Korean

+ GB2312 -- Chinese

+ GBK -- Chinese

+ GB18030 -- Chinese

« JIS7 -- Japanese

« Shift-JIS -- Japanese
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« TSCII -- Tamil

« Utf8 -- Unicode, 8-bit

+ Uutf16 -- Unicode

+ KOI8-R -- Russian

« KOI8-U -- Ukrainian

+ 1SO8859-1 -- Western

« 1S08859-2 -- Central European
+ 1S08859-3 -- Central European
+ 1S08859-4 -- Baltic

+ 1S08859-5 -- Cyrillic

+ 1SO8859-6 -- Arabic

+ 1SO8859-7 -- Greek

+ 1SO8859-8 -- Hebrew, visually ordered
- 1S08859-8-i -- Hebrew, logically ordered
- 1S08859-9 -- Turkish

« 1SO8859-10

« 1SO8859-13

- 1SO8859-14

+ 1SO8859-15 -- Western

- |IBM 850

- |IBM 866

. CP874

+ CP1250 -- Central European

+ CP1251 -- Cyrillic

+ CP1252 -- Western

« CP1253 -- Greek

« CP1254 -- Turkish

+ CP1255 -- Hebrew

« CP1256 -- Arabic

« CP1257 -- Baltic

. CP1258

+ TIS-620 -- Thai

Summary: to make your life simple when moving trace files between different systems and sharing
them among people it is recommended that you use pure ASCII characters in path and file names
as much as possible. When using non-ASCII characters in path names seems unavoidable then use
UTF-8 encoding on Linux* since it is space efficient, can express nearly all languages, is supported
on most systems and it is identical to 7bit ASCII encoding for codes 0 to 127.
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1.4. Online Resources

Additional information about Intel® Trace Analyzer and related products is available at:
http://support.intel.com/support/performancetools/cluster/analyzer/index.htm

Intel® Premier support is available &ttps://premier.intel.com/

1.5. For the Impatient

This section provides a quick start into the Intel Trace Analyzer. It demonstrates essential
features of the program using the example trace fileisson_sendrecv.single.stf and
poisson_icomm.single.stf that are available in the Intel Trace Analyzer's examples directory.

The traces were generated with two implementations of the same algorithm computing the same result
over the same data set: a poisson solver for a linear equation system. As the names imply, the first
version uses a sendrecv to communicate, while the second version uses non-blocking communication.

It is illustrated that the first version leads to an overall serialization of the parallel algorithm and
how the improved version solves the probldfigure 1-2shows Intel Trace Analyzer after loading

poisson_sendrecv.single.stf . The figure shows a main window and a child window, a so called
View. The View contains a function profile which shows that the program spent nearly all of its time
in MPI.

Figure 1-2. poisson_sendrecv.single.stf loaded

Eile Style Windows Help

1: fhome/gbisseliftmp/itat/examples/poisson_sendrecy single.stf
View Charts Navigate Acvanced Layout
Flat Profile | Load Balance | Call Tree | Call Graph |

Group All_Processes 3
Name | Tseit [Tserr [ TTotal #Calls | TsefiiCa
=- Group All_Processes
Group MPI 16,722 655 5 [N 15.722 655 s 3860  0.004
Group Application 0,412 523 5| 17135178 s 16 0.025

I 0|

.000 000, 2.072 311: 2.072 31| sec. |l_Processe {ajor Function Group| Tag Filter

Maximize the View with the respective button in its title bar and open an Event TimeWissv(
Menu— Charts—Event Timeline) as shown irFigure 1-3 The result should look like ifigure
1-4.
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Figure 1-3. Opening an Event Timeline

il
File Style Windows HelpF1 =18 x
View m Mavigate Advanced Lapout
FlatF TimeScale h |
[Gro
E Qualitative Timeline Chil+alt+L | TTatal HCalls T5all /Cal I
B- Buantitative Timeline Chil+slt-+
Counter Timeling ChikeasltL ] 2B+ 5 SE+03 0.002 s
Function Profilz ClilsltF &40 s 2E+01 0o3s
Meszzage Profile Chil+alt+bd
Lollective Operations Profile  Chil+&l+C
0.000 000, 2.047 156: 2.047 156 SEC. All_Processes  Major Function Groups Tag Filter

Figure 1-4. Event Timeline opened

Ml Intel® Trace Analyzer - [1: /7knsfiler] /PSP/mosel/itatp/examples/poisson_icom == x|
File Slyle ‘Windows Help == x|

View Charts Mavigate Adwvanced Layout
0.0 = 0.4 = 0.8 = 1.2 = 1.6 = 2.0 =al
0.2 = 0.6 = 1.0 = 1.4 = 1.8 = =

ul

F1

Pz

=

P4

=3

Pe

o

=

oo

i
Flat Profile | LoadBalance | Call Tree | Call Graph |
Group All_Processes j
Name / [1ek [Tser [TTot HCalls TSelf /Call
- Group All_Processes
i Giroup M 16320657 < [ 1520697 = 8560 0.007 907 5
- Group Application 0,420 224 5 16740921 = 16 0.026 264 5

0.665052 £, Function MPI, Callective MP|_Bcast

Together with the Event Timeline (s&ection 4.}, a time scale opens above the Timeline in the View.
Figure 1-4shows a View containing a time scale, an Event Timeline and a Function Profile. These
diagrams are called Charts (38kapter 4. In the status bar (se®ection 3.2 found at the bottom of

the View the current time interval and some other information are shown.

The setup of the parallel processes seems to take most of the run time. Zoom into the interesting area
on the right edge of the Event Timeline by dragging the mouse over the desired time interval with the
left mouse button pressed as showrrigure 1-5 The result should look like ifrigure 1-6 Note the

apparent iterative nature of the application.
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Figure 1-5. Zooming into a Chart

File Style Windows Help IS =ES
View Charts Navigate Advanced Layout
0.0 s 0.4 s 0.8 s 1.2 s 1.6 s 2.0 SE
0.2 s 0.6 s 1.0 s 1.4 s 1.8 s
(]
P
F2 =
P I )
P4
Ps [
(]
P
(5]
P [ -

Flat Profile ILnad Balance | Call Tree | Call Graph |

Group All_Processes ﬂ

Name T [ Tser [ Tser [ TTotal #Calls | Tself iCall

-~ Group All_Processes

& Group MPI 16,722 655 = NN 16727 655 5 3960 0004223s
L~ Group Application 0.412 523 5| 17135178 3 15 0025783 5
0.000 000, 2,072 311: 2,072 311 | sec. | All_Processes | hvlajor Function Groups Tag Filter
Figure 1-6. Zoomed result

File Style YWindows Help SEIES

View Charts Navigate Advanced Layout
1.99 = 2.01 = 2.03 = 2.058 = 2.DTE|
2.00 = 2.02 = 2.04 = 2.06 s
PO
P1
P2
P3
P4
P&
PG
P7 T | ik
IRINIAL FIEINMNE
P8 ) | I Ll Ol TR
FICINCL G AT IR I LEIE

Pa [ / L L Lo bt L 1 L e it

Flat Profile ILuad Balance | Call Tree | Call Graph |

Group All_Processes i]
Name [ Tsef [ Tsef [ TTotal #Cals | Tself fCall
= Group All_Processes
- Group MPI 0.857 969 s [ C.557 965 s 3920 0000227 s
- Group Application  0.408 336 s [N 1,296 307 8 B 00510423
I 1.880 517, 2.072 310: 0.091 ?HS” SEC. | All_Processes | hajor Function Groups Tag Filter

Now zoom further into the trace to look at a single iteration and close the Function PGkt
Menu—-Close Chart). The result should look lik€igure 1-7



Chapter 1. Introduction
Figure 1-7. Zoomed to one iteration

File Style Windows Help IS =ES
View Charts Navigate Advanced Layout

2.010/800 s 2.011 /200 s 2.011 600 s 2.012 DDE
2.011/000 s 2.0111400 s 2.0111800 s

kAP Application Application WPl ApphdPl
[/

A

Application i MP Application i MIP
N oy

Application WPl !Application

F Ay s 1
P ~pnlication Pl *Application  wiPl MP|
N

WPI - Application WiPl 'Application P ApphAPI
y
Application *Application iE 8P ApplichdRI
L~ o5
Application il  Application APl 1A
A,

ypplication TAC | " Application AP MR AppiichAP|
N

N Y

Application ‘Application  wP| . ApEhRI
e W
Application il *Application WPl MP AppIh
et P
Application Yari !Application  WPI 1A pp i
—

*Application WP A

N X

AP

X Application  wIP| hP AL WP
—— N

'Application kAP

A
JApplication AP YAppiichPL Appli
Pl W B

Application  wIP|

I K

2.010 666, 2,012 047: 0.001 381 ]| sec. All_Processes | Major Function Groups Tag Filter

To see which particular MPI functions are used in the program, right-click on MPI in the Event
Timeline and choosé&ngroup Group MPIshows this. The result should look lilkégure 1-8 The
Function Aggregation of the View changes so that the MPI functions are no longer aggregated (see
Section 8.2 into the Function Group MPI but are shown individually. This is shown in the status
bar. The button titled/ajor Function Groupshanges td/PI expanded in (Major Function Groups)

Click this button to open th&unction Group Editor(seeSection 5.4, which enables creating new
function groups and to switch between them.
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Figure 1-8. MPI ungrouped

File Style Windows Help IS=ES
View Charts Navigate Advanced Layout

2.010/800 s 2.011 /200 s 2.011 600 s 2.012 DDE
2.011/000 s 2.01101400 s 2.0111800 s

kAPI_Allr Application  'Application  MPL ApphPIAllreduce

Application  iMPI_SerA
plication wIP|_Se. ! Application
P ~pnlication i

wiPl_Sendrecy [Ap

¥ 2\
il _Sendrecy | *Application iwlF WP
N X

i~1_Sendrecy cApplication P! A
— |

»Application v MR ApplichdP Allreduce
\Application L

e
*Application AP MP AR
P
‘Application Pl Sey !App P
<}
" Application WP

'Application

nACT_Sendrecy X Application
0 1_Sendrecy SApplication
—_—
sendrecy Application  wIP|_SentAp|

I T<Tr]
2.010 666, 2.012 047: 0.001 SB” sec. |AII_Pr0cesses [\AP\ expanded in (Major Function Groups” Tag Filter

It is apparent that at the start of the iteration the processes communicate with their direct neighbors
usingMPI_Sendrecv . The way this data exchange is implemented shows a clear disadvantage: pro-
cess does not exchange data with its neighbdr until the exchange betwedl andi is complete.

This makes the firgtiP1_Sendrecv block look like a staircase. The second block is already deferred
and hence does not show the same effect. MRe Allreduce  at the end of the iteration nearly
resynchronizes all processes. The net effect is that the processes spend most of their time waiting for
each other.

Looking at the status bar (sé&gure 1-§ shows that one iteration is roughly 1.4 milliseconds long.

Figure 1-9shows a View with an Event Timelin&{ew Menu—Charts— Event Timeline), two
Function ProfilesY{iew Menu—Charts—Function Profile) with their Load Balance tab and a
Message profile(iew Menu— Charts—Message Profile) that reveals the asymmetric pattern
in the point to point messages.

Note that the time spent iMPI_Sendrecv grows with the process number while the time for
MPI_Allreduce  decreases. The Message Proffiection 4.%in the bottom right corner ofigure

1-9 shows that messages traveling from a higher rank to a lower rank need more and more time
with increasing rank while the messages traveling from lower rank to higher rank do reveal a weak
even-odd kind of pattern.
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Figure 1-9. Many Charts

Elle Style Windows Help CEx
View Charts Navigate Advanced Layout
Z7.076/100 &

Z.076 500 5 2.016 700 & 2.016 900 & 2,617 100 =
2.016 600 s 2.016800 s 2.017 000 s

016200 s

AppiicatiolPl - L
e ————————

Flat Profie | Load Balance | Call Tree | Cal Graph | | FlatProfle | Load Balance | Call Tree | Call Graph | [\ Total Time [s] (Sender by Receiver)
Children of Group All Processes ¢ Children of Group Al Processes
— Trsor Jrser Trrom | [Rame T [rra Po[P1[P2[Pa[Pe[Ps[P6[P7[P8[Pe[Pi] P1]Pi] P1] P1] P1] Suf el st
WP _Sendrecy NPI_Sendrecy PO
Process0 000006 5|l 00000t | |+ MPL_Alreduce P
Process 1 00001635 Bl 0000 1¢ Process 0 0000 807 s I 0.000 ||
Processz 0000 149 s Bl 0000 1¢ Process 1 0000711 s I 0.000
Process3 0000265 s I 00002¢ Processz 0000653 s I 0000 |[P3
Process4 0000271 s I 00002; Process3 0000613 s I 0.000 ([
Process5 0000316 s I 00003 Process4 0000617 5 I 0.000
Processs 0000350 s I 00003 Process5 0,000 505 s [N Pry |
Process 7 00004 Process& 0000519 s I o000 [fPs
Process® 0000 447 5 I 00004 Process7 0000 412 s I 0000 |[57
Processs 000055 s M 00005 Processs 0000 441 s [ o000 &
Process 10 0.000562 s I 0.0005¢ Process9 00003025 oo {78
Process 11 0000645 s I 0.000 6¢ Process 10 0000315 5 I oooo |[pe
Process 12 0000647 s N 0.000 64 Process 11 0000 1555 [l 0000 [0
Process 13 0000781 s I 0.000 7¢ Process 12 0000 153 s Il 0000
Process 14 0000 766 s I 0.000 7¢ Process 13 0.000 1035l oooo (|P11
Process 15 0.000 831 < [N 0.000 52 Process 14 0000068 s | o000 [[P12 L
WPI_Alleduce Process 15 00000575 0000 |[575
Group Applcation Group Application e 0.000 176
Pis
0.000 096
sum H
m T o] m T T3] || Meen 1 1 2 0.000 015]
201668 5

As poisson_sendrecv.single.stf is such a striking example of serialization, next to all Charts
provided by Intel Trace Analyzer reveal this interesting pattern. But in real world cases it might be

necessary to formulate a hypothesis regarding how the program should behave and to check this
hypothesis using the most adequate Chart.

A possible way to improve the performance of the program is to use non-blocking communication
to replace the usage ®fPI_Sendrecv and to avoid the serialization in this way. One iteration of
the resulting program looks like the one showrFigure 1-10 Note that a single iteration now takes
about 0.9 milliseconds, while it took about 1.4 milliseconds before the change.

10
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Figure 1-10. One iteration of the improved version

File Style Windows Help IS=ES
View Charts Navigate Advanced Layout
2.007 900 s 2.008 100 s Z2.008 300 s 2.008 500 s Z2.008 700 s E
Z.008 /000 s Z2.008 1200 s 2.008 400 s 2.008 600 s

WPI Application 1!y Application

I Application Pl_E..Application
Application [ Pl WPI_F AppiicehdP1l Allreduce
—f =

AP Allreduce

1IPI_Ree |Application

ko
i

\pplication

Application i ApphcahiPl Allreduce

ey
i P |_Rerct ApplicikiRl - Allreduce
—

T "IPI_ﬁr-"Lﬂpplicatim"fp Allredure

P |_Re:MP | Applic MPI_ Allrediice
S E—

Application

Y
APl Recw ! Applic'PI Allreduce

Ret ApplicMPi-allreduce

I T<Tr]
2.007 874, 2,008 768: 0.000 EEM” sec. |AII_Pr0cesses [\AP\ expanded in (Major Function Groups” Tag Filter

To compare two trace files Intel Trace Analyzer offers the so called Comparison View (see
Chapter §. Just use the menu entView Menu—View—Compare in the View showing
poisson_sendrecv.single.stf . In the now appearing dialog choose another View that shows
poisson_icomm.single.stf . A new Comparison View is opened that shows an Event Timeline
for each file and a Comparison Function Profile Chart (Seetion 6.2.1 that shows a profile
computed from both tracefiles. The time intervals, aggregation settings and filters are taken from the
original Views.

After adjusting some configurable behavior (§&eapter § and zooming to the first iteration in each
trace file a Comparison View for these two files can look liké&igure 1-11 Now it is immediately
obvious that one iteration in the improved program needs considerable less time than in the original
program.

11
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Figure 1-11. Comparing the first iterations taken from two program runs.

Eile Style Windows Help F1 ~|~lx/
Yiew Charts Navigate Advanced Layout Comparison
A Infs/site/proj/itaciwork/gbisselifita_70_gold_bficttracing/mosel/test/comp_poisson_sendrecy single stf
B /nfs/site/projfitaciworkigbisselifita_70_goldd_bficttracing mosel test/ cormp_polsson_icomm.single.stf
3 e P 3 [ Fiat Profile |Load Balance | Call Tree |
» n — Group All_Processes =]
- BIA T | TSelt = TTotal #Calls
I MPI A o &kGroup All_Processes
. T A unmapped; MPI_lsend B only B only E
: , 7 A unmapped; MPI_Recy B only B only E
— . — A unmapped; MPI_\aital B only B only E
— — p— User_Code 1.162 | 0782
. y 3 - . MPI_Alreduce 0.560 [ 0.560
= — — WMPI_Sendrecy; B unmapped A only A only I3
! —— 5
R = HP Uoor JFL AL User Cd
_ T
n = . ‘7 ,
aP1 FMUs=r Cc U 3% b
q :I =
= s | [ R ! £l
\ 2,006 768, 2.008 131: 0.001 363 [ All_Processes All Functions | Tag Fiter
56C
‘ 2,006 078, 2.007 076 0.000 988 | All_Processes All Functions | Tag Filter

Please note that you can create a Comparison View that compares one time interval and one process
group against another time interval and another process group of the same trace file. Other useful
applications of the Comparison View include scalability analysis where you compare two runs of the
same unmodified program with different processor counts and try to find out which functions scale
well and which suffer from Amdahls Law. Other scenarios could be the comparison of two different
MPI libraries, interconnects or machines.

Of course this introduction only scratches the surface. If there is not enough time to browse through

the whole documentation, it is recommended to at least read th©gpter 8o learn about features

like filtering, tagging, process aggregation and function aggregation. These features have the potential

to make analyzing parallel applications more efficient.

Have fun!
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The main menu of the Intel® Trace Analyzer contains options using which the general settings of the
Analyzer can be changed. Use these entries to edit the configuration settings and the display style.

There are four sub-menus in the main menu. These are:

1. File Menu
2. Style Menu
3. Windows Menu

4. Help Menu

2.1. The File Menu

The File menu has four entries. TRpenmenu entry opens a dialog. Specify one or several trace
files to open in this dialog.

Figure 2-1. The File Menu

’E Style 'Windows Help
m Open Chl+0
_|:| Load Configuration
Edit Configuration
Guit Chl+0 —

/dknsfiler! /PSP /mozel/itatp/esamples/poisson_icomm. single. stf
£fknsfiler] Ahome/gbisseli/traces/geofemsgenfem_Bxd=4. sif single EO0
Hknzfiler] APSP/mozel/itatp/enamples/poiszon_sendrecy. zingle. stf :

HMknzfiler] APSPMracesfor_all/va3l-docutracesfredblack_sndrow. stf

Group PRECON 678,787 4455 E70.787 4455 43¢

To select a new configuration, use thead Configuratiorentry. This opens a dialog where the re-
quired configuration is selected.

The optionEdit Configurationopens the Configuration dialog which is explaine®gerction 5.10.1

The Quit entry exits the Intel Trace Analyzer. Below tQeiit entry, there is a list of the ten trace files
opened most recently.
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Chapter 2. The Main Menu

TheStylemenu provides the option of choosing the design in which the view is displayed. The options
in the Stylemenu depend on the environment in use. The first entry always shows the default style for
the respective platform (or for the respective window manager when using X Windows). For example,
in a Windows environment, the user has the option of choosing betwe@WhelowsXPStyleption,

the Windowsoption and théNindowsXPoption. In a KDE environment,the user has the default as
QMotifStyleandCDE, Motif, MotifPlus, Platinum, SGdndWindowsas other options.

Additional styles may be available when provided by a desktop environment like KDE. If you experi-
ence problems with those styles then switch back to the default style. There will be no supportin case
of problems that cannot be reproduced using the default style.

Figure 2-2. The Style Menu

b Intel® Trace Analyzer - [1:

Eile Style | Windows

Flat Profi

View Default (QGkotifstyle)

hAatif
Group & potifelus

Mame  Platinum |
E;GFDU G|

q Windows
c

z Set Fonts

G Mumber Formatting

Figure 2-3. The Style Menu on Windows

Il Intel® Trace Analyzer - [1: f/knshler

File | Shle Windows HelpFl

Wigwm [
Flat Pre

Drefault [ indowsRPStle]
Wiindowes
WindomsP

Set Fonts

Murnber Farmatting

el
—
—

Use theSet Fontoption to change the fonts in the Intel Trace Analyzer. A dialog opens where the
fonts can be changed for the individual Charts. For more information on the Font dialog box refer
to Section 5.12
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« Number Formatting

This option lets you specify the format of the various numerical values displayed in the Intel Trace
Analyzer. For more information oNumber Formattingrefer toSection 5.13

2.3. The Windows Menu

Use the menu options in th&indowsmenu to arrange the open sub-windows as required. There are
three possibilities which are explained below. Mimdowssub-menu also shows the name and path

of the trace file that is presently opened.

« Cascade
Select theCascadeoption to arrange the open sub-windows one behind the other.
+ Tile

The Tile option arranges the sub-windows next to each other. Note that this option is useful only
when charts are opened in two or more sub-windows.

« Iconify

Iconify minimizes the open sub-windows and shows the icon of these in the bottom of the View.

Figure 2-4. The Windows Menu

I Intel® Trace Analyzer - [1: //knsfiler] fhome/gbigzeli/traces/geofem/geofel
File Shle | windows Help

Wiew Charts Cascade
Flat Prcfile | Tile
lzonify

Group AILThH
£

|T 1: /fknstiler] homedgbizseli/traces/geafemsgeofern_Bxdrd. stf single

Mame

B~ Group All_Threads
Group MP| 191.668 223 : [ 191.868 223 5 600 248
Group Application 149.746 154 = [ 2383561817 = 128
E_._.F_‘-..-u.n ACCCRADI % A2 0797 7T - AT 07 IO A a7
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2.4. The Help Menu

The Help allows you to access the HTML formatted online help via an integrated HTML browser. The
first entry points to the table of contents while the next two point to a section about online resources.

The help is also installed in PDF format to ease printing.
The last entry gives you details regarding the Intel Trace Analyzer in use.

Throughout the application context sensitive help for the current Chart, dialog box or context menu is
available by pressing F1.
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Chapter 3. Views

For a flexible analysis of a trace file it is helpful to look at multiple partitions of the data from various
perspectives. The concept of Views is introduced here. A View holds a collection of Charts in a
single window. These Charts, inherent in the same View, use the same perspective on the data. This
perspective is made up of the following attributes: the time interval, process aggregation, function
aggregation and filters. For an in-depth explanation of aggregation and filters, r€feapter 8

Whenever an attribute in the current perspective is changed for one of the Charts, all other Charts
follow. Opening several Views offers a very flexible and variable mechanism for exploring, analyzing
and comparing trace data. The View’s status bar shows the current perspective on the data and allows
to quickly change the perspective. More about the status bar is descriBedtion 3.2

3.1. The View’'s Main Menu

All operations that can be performed on a View are found on the View’s menu bar. This menu bar
consists of five menu options:

+ View Menu

+ Charts Menu

+ Navigate Menu
« Advanced Menu
- Layout Menu

« Comparison Menu

3.1.1. The View Menu

The View menu consists of options that are carried out on the entire View. These options are described
below:

Figure 3-1. The View Menu

M Intel® Trace Analyzer -

File Style ‘“Windows Help

View Charts Mavigate Adv:
Open Mew  Chil+alt+0 I_

Infa Chrl+Alt+

Clone Chrlelt+Dn [[
Save Chrl+Alt+5

Print Chel+Alt+F
Bedraw Chrl+alt+F

LCloze Chrlralt+iaf

Compare  Chil+alt+F
I
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+ Open New (Ctrl+Alt+O)

This opens th&ew Viewdialog box, which opens a new View with the selected Charts.Néwg
Viewdialog box is explained isection 5.9

+ Clone (Ctrl+Alt+D)

This command replicates the existing View. It creates a one-to-one clone of the current View.

« Save (Ctrl+Alt+S)

This command saves the entire View as a picture.

« Print (Ctrl+Alt+P)

This entry prints a copy of the View.

- Redraw (Ctrl+Alt+R)

This command repaints the entire View.

« Close (Ctrl+Alt+W)

This command closes the current View. If the last View for a trace file is closed, the trace file is
closed as well.

« Compare

This opens a dialog to select a file for comparison with the present one. This can be the current file
of another trace file that is already open. After choosing the file, a new Comparison View will be
opened that displays data from the two files. Sbapter 6

3.1.2. The Charts Menu

The Charts menu contains entries to open the various Charts of the Intel® Trace Analyzer. There are
seven entries in this menu:
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Figure 3-2. The Charts Menu

I Intel® Trace Analyzer - [1: //knsfiler1 /PSP

File  Style ‘wWindows Help F1
Miew | Charts Mavigate Advanced Layout

Flat F TimeScale :;
IG_ Evwent Timeline Chilal+E
rol
M Qualitative Timeline Chrldl+L n
T
- | Huantitative Timeline Chrldlt+b B
Counter Timeline Chrlsslt+L ||
Function Profile Childl+F
Mezzage Profile Chrlwdslt+bd
Collective Operations Profile Clilwdl+C

TimeScale

This TimeScale entry displays the Timescale. The Timescale also appears automatically on first
opening of any Timeline Chart.

Event Timeline (Ctrl+Alt+E)

The Event Timeline is a Chart that visualizes what the individual processes are doing. The Event
Timeline is explained in detail i8ection 4.1

Qualitative Timeline (Ctrl+Alt+L)

The Qualitative Timeline shows event attributes as they occur over time. This timeline is explained
in Section 4.2

Quantitative Timeline (Ctrl+Alt+N)

This entry opens the Quantitative Timeline. It gives an overview of the parallel behavior of the
application and is explained Bection 4.3

Counter Timeline (Ctrl+Alt+U)

The Counter Timeline shows the values of all counters that are present in the trace file. For more
information on the Counter Timeline, s&ection 4.4

Function Profile (Ctrl+Alt+F)
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This entry opens the Function Profile. On opening a trace file in the Intel Trace Analyzer, the

Function Profile is shown by default. For more information on the Function ProfileSeeon
4.5,

Message Profile (Ctrl+Alt+M)

The Message Profile provides statistical information on MPI point to point messages. Messages are
categorized by grouping them in two dimensions. A detailed description of the Message Profile is
available inSection 4.6

Collective Operations Profile (Ctrl+Alt+C)

The Collective Operations Profile provides statistical information on MPI’s collective operations.
Operations are categorized by grouping them in two dimensions. For more information on the
Collective Operations Profile, refer &ection 4.7

3.1.3. The Navigate Menu

All functions provided by the Navigation Menu are also available through convenient keyboard short-
cuts. Please note that these keyboard shortcuts work only when a timeline has the keyboard focus. To
give the keyboard focus to a timeline just left-click into it. The keyboard focus is indicated by a black

rectangle around the timeline.

The entries in the Navigate menu are:

Figure 3-3. The Navigate Menu

File Style ‘Windows Help
Wiew Charts | Navigate Advanced  Lapout

0.0 5  Back B i
— Fnom ln | L
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& Bight1/2  Right
pz I Left 142 Left ]
- Right 144 Shift+Right

Left 1.4 S hift+L eft
e B

To Start Harme r
& TaEnd End
Fo  [JEE Goto G ]
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Back (B):

Pops the current interval from the zoom staSlke¢tion 3.3.1L

Zoom In (1):

Magnifies by a factor of two around the current center and pushes this new interval onto the zoom
stack Section 3.3.1L

Zoom Out (O):

Scales by a factor of 1/2 around the current center and pushes this new interval onto the zoom stack
(Section 3.3.L

Reset Zoom (R):

Clears the zoom stack and then pushes a time interval onto the zoom Staatlof 3.3.1 that
corresponds to the complete trace file.

Zoom Up (V):

Maintains the current center and goes back to the previous zoom step.

Left 1/1 (Ctrl-Left):

Moves one whole screen to the left and pushes the new interval onto the zoonSsetiar( 3.3.1

Right 1/1 (Ctrl-Right):

Moves one whole screen to the right and pushes the new interval onto the zoomSstatikin(
3.3.D.

Left 1/2 (Left):

Moves half a screen to the left and pushes the new interval onto the zoomStatiof 3.3.L

Right 1/2 (Right):

Moves half a screen to the right and pushes the new interval onto the zoomStatiof 3.3.L

Left 1/4 (Shift-Left):
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Moves a quarter of a screen to the left and pushes the new interval onto the zoonSstetibn(
3.3.D.

. Right 1/4 (Shift-Right):

Moves a quarter of a screen to the right and pushes the new interval onto the zoonsstatzin(
3.3.0).

« To Start (Home):

Moves to the start of the trace file and pushes the new interval onto the zoom Stactio 3.3.1
- To End (End):

Moves to the end of the trace file and pushes the new interval onto the zoomSeatiof 3.3.1
. Goto (G):

Opens thelime Interval Selectiodialog box Section 5.8.

3.1.4. The Advanced Menu
Figure 3-4. The Advanced Menu

I Intel® Trace Analyzer - [1: //knsfiler]l /PSP

File Style ‘windows Help F1

Wiew Charts Mavigate | Advanced Layout

0.0 = 0. Taaaing...
0.2 =

'_I
[

r

Filtering...

Reszet Tagging/Filkerin
P10 gaing g

Process Agagregation
Function Agareqgation —
F11  other fgmui Default Agagregation | |
4 Show Process Group 'Other'
4
v Show Function Group 'Other'
K r p

« Tagging

Tagging highlights events that satisfy specific user-defined conditions. Click on this entry to open
the dialog box where the tagging conditions are specified. For more information on the Tagging
dialog box. refer t&section 5.2
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Filtering

Filtering shows only those events that satisfy a condition as defined by the user. All other events are
suppressed as if they had never been written to the trace file. The filtering dialog box is explained
in Section 5.1

Reset Tagging/Filtering

This menu entry is active only when the chart has been either filtered or tagged. It undoes the
tagging/filtering. All events are shown and none are filtered or tagged.

Process Aggregation

Process Aggregatidiocusses on the processes that are of importance to the user and aggregates the
results to Process Groups. It accesses the Process Group Beittio6 5.3 where the appropriate
process groups can be constructed and/or chosen.

Function Aggregation

Function Aggregatioffiocuses on a subset of functions and aggregates these into Function Groups,
without being distracted by other functions that are currently not significant to the user. Use the
Function Group EditorSection 5.34to do this.

Default Aggregation

Default aggregation sets the aggregation values back to the default settings whidPaoeesses
for process aggregation aidhbjor Function Groupdor function aggregation.

Show Process Group “Other”

If the process aggregation does not cover all processes present in the trace file then all data for
uncovered processes are subsumed in the artificially created proces©gneup

Use this switch to show or hide the process gr@iper. The default is to hide this group.

The Quantitative Timeline and the Function Profile allow selecting a subset of the current processes
to be shown and can hence override this switch.

Show Function Group “Other”

If the current function aggregation does not cover all functions in the trace file then all uncovered
function events are subsumed in the artificially created function g@ihpr.

23



Chapter 3. Views

Use this switch to show or hide this group. By default, the switch is enabled to show this group.

The Event Timeline always shows the Function Gr@therwherever applicable instead of show-
ing “holes”. The Quantitative Timeline and the Function Profile enable selecting a subset of the
current functions to be shown and can therefore override this switch.

3.1.5. The Layout Menu

Generally, every View is split into two sections: one for timelines and the other for Profiles. The
Layout menu adjusts the position of the Charts or the respective sections on screen. For example, it
provides the option of viewing the timelines and profiles next to each other or like the default, one
below the other. The different entries of the layout menu, which are enabled when two or more charts
are open, are explained below.

Figure 3-5. The Layout Menu

I Intel® Trace Analyzer - [1: //knsfiler] /PSP /mozel/itatp/e

File Stule ‘windomws Help

Yiew Charts Mawigate Adwanced | Layout
n.n = 0.4 Timelines ta Top

Timelines to Bottom

i Timelines to Left

F1 _ Timelines to Right

F2 Swap Layout of Timelines
P _ Swap Layout of Profiles
Fd Default Layout

Fo

- Timelines to Top

Use this entry to move the timelines to the upper portion of the View and the profiles to the bottom.

. Timelines to Bottom

Use this entry to move the timelines to the lower portion of the View and the profiles to the top.

- Timelines to Left

Use this entry to place the timelines to the left of the View. For example, to display the Charts
next to each other, select the optidiew Menu—Layout— Timelines to Left. This moves the
timeline(s) being shown in the View to the left of the screen, and thereby also shifts the profiles
being shown to the other side. In case multiple timelines are open, these are collectively shown one
below the other on the chosen side.
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« Timelines to Right

Use this entry to place all the timelines to the right of the View. It works the same wEynadines
to Left

Figure 3-6. Placing timelines to the right

I Intel® Trace Analyzer - [1: //knsfiler] /PSP/mosel/itatp/examples/poisson_sel _|5 LI
File Style “Windows Help

Yiew Charts Mavigate Advanced Lawout

Flat Profils ILoadBaIance | allTree | CallGraph |

Group All_Processes -

Name / [Tser [ 15k |
El{Biroup Al Frocesses

Group Application 0412523 ¢

1l |

¥

0.000 000, 2.072 311: 2072 311 sBC All_Processes | Major Function Groups | Tag | Filter

- Swap Layout of Timelines

Swaps the position of the timelines relative to each other. It is useful only when two or more
timelines are open at the same time. If the timelines are stacked and aligned on top of each other,

use this option to present them next to each other (or vice versa). The menu entry switches between
the two choices.

« Swap Layout of Profiles

Swaps the position of the profiles relative to each other, similar to that of the timelines as explained
above.

« Default Layout

This option brings the layout of the View back to the default settings. By default, timelines are
stacked in the upper portion of the View and Profiles in the lower portion, side by side.
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3.1.6. The Comparison Menu

The Comparisormenu is displayed in the Views menu only when the Comparison mode is activated
(View Menu—Compare). This menu has four entries which are explaine@hapter 6

3.2. The Status Bar

When moving the mouse cursor over an event in a timeline or an entry in a profile, expanded informa-

tion on the respective entry is seen in the status bar at the bottom of the View for a few seconds. After

this, or when the mouse moves into the status bar, it provides buttons that show the current settings
and that enable changing the current settings. These shortcut buttons are described below:

« Time Interval

The leftmost button in the status bar opens a dialog box that sets the time interval. More about the
time interval dialog box is available iBection 5.8 The title on this button is of the form “$Start,

$End: $Duration”. The status bar Figure 3-6shows that the start position of the time interval is

at 0.0 seconds, the end position at 2.072 seconds and that the duration is 2.072 seconds. The button
appears flat when the full time range of the file is shown.

« Sec./Tick

This button shows the current unit of time and switches the unit from seconds to ticks and vice
versa. The button appears flat if the unit in use is seconds and appears raised when using ticks.

« Process Aggregation

This button shows the current process aggregation. By default, t#il_iBrocessesClick this
button to open th@rocess Group Editodialog box, which is explained iSection 5.3The button
appears flat for the default process aggregation.

« Function Aggregation

This button shows the current function aggregation. Per default, thiajer Function Groups
Clicking this button opens thEunction Group Editordialog box, which is explained iBection
5.4. The button appears flat for the default function aggregation.

« Tagging and Filtering

The buttons labeletiagandFilter open theTaggingdialog box (se&ection 5.2 and theFiltering
dialog box (se&ection 5.)respectively. These buttons appear flat if no tagging/filtering is selected.
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3.3. Navigation In Time

In addition to the menu entries and keystrokes mention&eation 3.1.3there are two more ways to

move in time in the Intel Trace Analyzer. One is by using the scroll bar found below the timelines and
another is by using the mouse to zoom into a time interval. Similar to the keystrokes, these operations
manipulate the zoom stack. ReferSection 3.3.Tor a detailed explanation.

To move the View by a quarter of a screen to a selected direction, click on the arrow buttons of the
scroll bar. To move the View by one entire screen, click into the bar. Both actions push the new interval
onto the zoom stack.

To use the mouse for zooming, left-click into the timeline (even clicking into the Timescale works)
and select the region of the new time interval, keeping the left mouse button pressed. On releasing the
left mouse button this new interval is pushed onto the zoom stack.

Figure 3-7. Zooming with the mouse

M Intel® Trace Analyzer - [1: //knsfiler] /PSP/mosel/itatp/examples/poisson_icom ;Iilll
File Style ‘Windows Help i =l ]
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0.2 = 0.6 = 1.0 = 14 = 1.8 = x|
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1 gl |||
: I
<IHF |||
. L
s gl |||
: U
P |||
g I
P |||
o L
11 [l |||
" U
13 [ulgl |||
" I
15 gl |I|
]
| ¥
0.000 000, 2.047 156 2.047 156 SEC, All_Processes | Major Function Groups Tag Filter

3.3.1. The Zoom Stack

The zoom stack supports navigation in time by storing previously displayed time intervals. These
time intervals are restored when required. Navigation using the keyboard or mouse is quite intuitive
without detailed knowledge of the zoom stack. Nevertheless, an explanation is given below for the
sake of complete reference.

Consider a trace file spanning the time from 0 to 100 seconds. When the first View is opened the zoom
stack looks like this:
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Figure 3-8. The zoom stack
0:(0;100)(50;100)

Each stack entry has the syn{@tart; Stop)(Center; Widthzooming in usind (Zoom In) magnifies
the Chart by a factor of 2 around the current center.In the above example, the center is at 50 seconds.
Therefore, zooming in twice usirigwill result in a stack as shown figure 3-9

Figure 3-9. State of the zoom stack - Zoomed in twice

3:(55;65)(60;10)
2:(50;70)(60;20)
1:(40;80)(60;40)
0:(0;100)(50;100)

Figure 3-9shows that a stack level is created for each action performed. On pre3singight

twice, the time frame of the Chart is moved to the right by two window sizes. Using the state shown
in Figure 3-10 the differences betweeBack (B) Zoom Out (O)and Zoom Up (U)are explained
below.

Figure 3-10. State of the zoom stack - Moved two window sizes to the right

5:(75;85)(80;10)
4:(65;75)(70;10)
3:(55;65)(60;10)
2:(50;70)(60;20)
1:(40;80)(60:40)
0:(0;100)(50;100)

Back (B) Pressing B in the state shownRigure 3-1Qpops out one level of the stack and the previous
time frame is displayed as shownhigure 3-11

Figure 3-11. State of the zoom stack - afteBack (B)

4:(65;75)(70;10)
3:(55;65)(60;10)
2:(50;70)(60;20)
1:(40;80)(60:40)
0:(0;100)(50;100)

Zoom Out Using O in Figure 3-10lowers the magnification (doubles the width) and pushes a new
item on the stack. Zooming out usiin the state shown iRigure 3-1Q0results in the stack as shown
below.

Figure 3-12. State of the zoom stack - afteZzoom Out (O)

6:(70;90)(80;20)
5:(75;85)(80;10)
4:(65;75)(70;10)
3:(55;65)(60;10)
2:(50;70)(60;20)
1:(40;80)(60:40)
0:(0;100)(50;100)
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Zoom Up (U) The resultant zoom after using is a little more complicated. Pressityykeeps the
current center and uses the magnification from before the latest "zoom in" (which is the change from
level 2 to 3 inFigure 3-10Q and to clear the stack up to and including the last "zoom in" found. In our
example the current center is 80 and the width from stack level 2, which is 20, is used.

Figure 3-13. State of the zoom stack - aftezoom Up (U)
2:(70;90)(  80;20)

1:(40;80)(60;40)
0:(0;100)(50;100)

Reset (R) Resetlears the stack and pushes one entry covering the full time range of the trace file.
Therefore, on pressing, the stack shown ifigure 3-8is reestablished.
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Charts in the Intel® Trace Analyzer are graphical or alphanumerical diagrams that are parameterized
with a time interval, a process grouping and a function grouping $&stion 8.2 and an optional

filter. Together they define the structure in which data is presented and the amount of data to be
displayed.

The Charts supported by the Intel Trace Analyzer is divided into:

1. Timelines: the Event Timeline, the Qualitative Timeline, the Quantitative Timeline and the
Counter Timeline.

2. Profiles: the Function Profile, the Message Profile and the Collective Operations Profile.

Charts are grouped into Views. These Views provide ways to choose the time interval, the process
grouping and optional filters that all Charts in the View use. For more details on Views, refer to
Chapter 3

While the former show trace data in graphical form over a horizontal axis representing runtime, the
latter show statistical data. All these Charts are found uk@ars Menu—Charts. Opening a file

in the Intel Trace Analyzer, displays a View containing the Function Profile Chart (showing the Flat
Profile tab) for the opened file.

The following sections describe each Chart in detail. For each Chart there is a subsection about Mouse
Hovering, the context menu, the settings dialog box, the effects of filtering and tagging and the effects
of aggregation, if it is applicable.

4.1. Event Timeline

The Event Timeline provides a graphical display of the individual process’ activities.
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Figure 4-1. The Event Timeline
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2.01214 5, Message Sender: P13 Receiver P14

The horizontal axis represents an interval of the runtime of the inspected program. Vertical bars show
the function in which the process is. The bars consist of rectangles labeled with the current function’s
name and in its color. Black lines indicate messages sent between processes; they connect the sender
and receiver processes.Blue lines, forming a grid, represent collective operations, such as broadcast
or reduce operations. The status bar at the bottom of this panel shows information on events under
the mouse cursor. By default, the entire runtime of the trace is visible. To get a better impression on
the visualization primitives, use zooming. Zooming and navigation are explained in dedaitiion

3.1.3

4.1.1. Mouse Hover

When the mouse pointer hovers over the Event Timeline, its exact position in terms of time is shown

in the status bar. The status bar also shows which function, collective operations or messages are under
the mouse cursor at the moment. The status bar of the Event Timeline Chagtiie 4-1 shows that

the mouse is currently at 2.01214 seconds over a message from P13 to P14.

4.1.2. Event Timeline Settings

Use the Event Timeline Settings to change the display settings, the layout settings and the colors of
the Event Timeline Chart. The display options, which are enabled using check boxes, include

- Process LabelsDisplays the name of the process or process group to the left.
« Function LabelsDisplays the name of the function or function group inside the colored bars

- Timescale at topDisplays a timescale above the Chart
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- Timescale at bottonDisplays a timescale below the Chart

« Messages over Collective Operatioffis specifies what is drawn first. If enabled, messages are
drawn over the collective operations such that the messages are seen and the collective operations
are concealed. If disabled, the collective operations are drawn over the messages.

Figure 4-2. Settings dialog box for the Event Timeline

M Event Timeline ed |
View: 1: Mknsfiler! /PSP /mosel/itatp/examples!
e .
_single. stf
Chart: E: Event Timeline
—Dizplay

v Frocess Labels

v Function Labels

I~ Timescale at top
[~ Timescale at battom

v Meszsages Over Collective O perations

—Layout
Minimal 5 pacing Between Bars: 10
i
— 1
Iinimal B ar Height: 1
i
.|

¥ Adjust Mirimal Bar Height to Labels
¥ Use Available Vertical Space

—Color

Function Colors |
Meszage Colar |
Collective Operation Color |

Cancel | Aol

The Layout option consists of two sliders and two check boxes. The sliftémal Spacing Between
Barsadjusts the space between the function bars. The $idemal Bar Heightadjusts the height of
the function bar itself. For both, the unit is pixels.

The Adjust Minimal Bar Height to Labelsheck box alters the size of the bars. Check this box to
make the bars tall enough to display a function label. This option is checked by default.

The check boxUse Available Vertical Spadefluences the overall vertical layout of the bars and is
also checked by default. For a better understanding, refeigtare 4-3where the Event Timeline is
shown without checking the given option aRfjure 4-4where theUse Available Vertical Spads
checked.
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Figure 4-3. Event Timeline: Use Available Vertical Spacenchecked
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Figure 4-4. Event Timeline: Use Available Vertical Spacehecked
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To change the colors of the functions, messages or collective operations, use ttieolbrebuttons
at the bottom of the Settings dialog bdxunction Colorscall up the Function Group Color Editor
(Section 5.5. To change the color in which the messages are displayed, click dvidhsage Color
button. This opens a dialog box where the required color is chosen. Change the coldColi¢ictive
Operationgn the same way if need be.

Colors chosen for messages and collectives are local to the Event Timeline Chart. Colors chosen for
functions or function groups are shared by all Charts and Views belonging to the same trace file.
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4.1.3. The Context Menu

Apart from the general options common to all Charts Seetion 4.8, the context menu of the Event
Timeline provides details pertaining to the function, the message or the Collective Operation. For
example, to access details about a particular message in the Event Timeline, right-click on the message
and select the optioBetails on MessageThis opens a new dialog box displaying information on
sender, receiver and other message attributes. This is further explaiBedtion 5.6

When invoked for a collective operation the context menu will offer the efiigm to Collectivehat
will set the View's time interval to the time covered by the respective collective operation.

Figure 4-5. Event Timeline: context menu example

Detailz on Function

Ungroup Group MMPI

|T Functions

Chart 4 |T Meszages
Ewvent Timeline Settings... |T Collective Operations
Cloze Chart Crl+5 hift-+K, |

Furthermore, the context menu has an entry to ungroup/regroup the function, which works the same
way in every Chart. To display functions, messages and/or collective operations,3ebadtom

the context menu. Select/deselect one or more of the above from the sub-menu that opens on clicking
Show

The context menu entries that are common to all Charts are explaiissttion 4.8

4.1.4. Filtering and Tagging

Tagged functions in the Event Timeline are shown with a frame around them and with the function
label rendered in a bold font. Tagged messages and collectives are shown with thicker lines.
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Figure 4-6. Tagging functions in a process in the Event Timeline
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Figure 4-6shows an Event Timeline where the MPI function in process number 8 (P8) is tagged. On
filtering the Event Timeline with the same clause (MPI in P8), only the MPI functions of P8 pass the
filter and are displayed, while all other functions and processes are filtered out as shiéigarin

4-7. More on tagging and filtering is available $ection 8.3

Figure 4-7. Filtering functions in a process in the Event Timeline
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4.2. Qualitative Timeline

The Qualitative Timeline\(iews Menu—Charts—Qualitative Timeline) shows event attributes

like the data volume of messages as they occur over time. The value of this attribute is plotted along

the y-axis while time is plotted along the x-axis. Select the required event type and attributes from the

context menu. It helps detect patterns and irregular behavior such as extreme deviations or long-term
changes in attribute values.

For the Poisson examplEigure 4-8shows that the Qualitative Timeline gives a good impression of
the pattern of function evenontext Menu— Events to show. Zoomingto a bunch of iterations
again shows the staircase pattern observed aboveS@et@n 1.5 Showing the transfer rates for
messages results in a very instructive pattern for the given trace file.

A vertical line in the Qualitative Timeline either represents a single event (denotgmhglgin the
legend) or several events grouped together (denotddiudis in the legend). Refer t&ection 8.1to
find details on the merging of events.

Figure 4-8. Qualitative Timeline
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4.2.1. Mouse Hover

When the mouse hovers over the Qualitative Timeline Chart, the value of the x-axis (representing
time) for the given position is shown in the status bar. The status bar also shows details regarding
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the given position of the mouse. For example, when the Qualitative Timeline displajetgsage

attribute, the status bar shows how many messages are represented at that point. In case there is only
one message, the sender and the receiver of the message are displayed as well. In the case where
function events are displayed, mouse hovering indicates which Function/Group is present at the given
position.

Figure 4-9. Status Bar when the mouse hovers over the Qualitative Timeline
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0.000 000 = 1 l |
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4.2.2. Qualitative Timeline Settings

The settings dialog box of the Qualitative Timeline consists Dfsplaygroup with check boxes and
aVertical scalingcombo box. Use the combo box to adjust the vertical scaling of the timeline.
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Figure 4-10. The Qualitative Timeline settings dialog box

Il Qualitative Timeline Settings

Automatic Scaling

Autarm ling
Manual Scaling

li li Apply

The Display Grouspecifies which scales to show and whether an own legend needs to be displayed
for the timeline. By default, the vertical scale and the legend are shown.

Use theVertical Scalinggroup to switch between the defadlitomatic Scalingand theManual
Scalingof the y-axis. To explicitly specify the maximum scale value, Mamual scaling To visually
compare two or more Charts in the same or distinct Views, specify the same maximum value for the
charts.

4.2.3. Context Menu

The entryContext Menu—Events to show allows to choose the event type frdfanction Events
MessagesndCollective Opsvia a sub-menu.

The entryContext Menu—Attribute to show—xxx allows to choose the particular attribute value
of the event fronDuration, Transfer Rater Data Volumevia a sub-menu. Note that not all attributes
are available for all event types.

4.2.4. Filtering and Tagging

Tagged items in the Qualitative Timeline are highlighted by coloring them red. For example, to tag all
messages sent by P9, open Tlaggingdialog box Section 5.2 and go to the Messages tab.
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Figure 4-11. Tagging in the Qualitative Timeline

I Tagging

funcfiterlMOMNE]
#

_Ress iy | x| e [ e |

Here, in the groupMessages to be Taggeelect the radio button titleGustom Specify whatever
needs to be tagged in the given fiekigure 4-11shows that P9 is tagged, resulting in the timeline
shown inFigure 4-12
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Figure 4-12. Qualitative Timeline with tagged messages
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Similarly, to filter out all messages except those sent by P9, udeltbeng dialog box Section 5.1
for details regarding thEiltering dialog box It results in the following timeline:

Figure 4-13. Qualitative Timeline after filtering
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Using tagging in the Qualitative Timeline is an efficient way to find specific events that occur infre-
guently. This is because it is guaranteed that a grouped multiple event is tagged if at least one of the
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singular events it represents matches the tagging filter expression.

4.3. Quantitative Timeline

The Quantitative TimelineMiews Menu—Charts— Quantitative Timeline) gives an overview

of the parallel behavior of the application. It shows - over time - how many processes or threads
are involved in which function. Along the time axis, the different functions are presented as verti-
cally stacked color bars. The height of these bars is proportional to the number of processes that are
currently within the respective function.

4.3.1. Mouse Hover

When the mouse hovers over the Quantitative Timeline, the status bar displays the present position of
the cursor with respect to time. It also shows details pertaining to the function group under the cursor.
Figure 4-14shows that the mouse is currently at 2.01171 seconds and that it hovers over MPI.

4.3.2. Quantitative Timeline Settings

The Settings dialog box in the Quantitative Timeline has two tabs Pteferencesab and thd-unc-
tionstab.

Figure 4-14. Quantitative Timeline without a grid
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Use the options in this tab to adjust the display options and the scaling of the timeline. It has a
Displaygroup and &/ertical Scalinggroup. In theDisplaygroup, there are six check boxes. These
are:

. Time ScaleThis displays a time scale along the x-axis.

- Vertical Scale:This scale is on the y-axis. By default, this option is enabled so that the scale is
shown.

Legend:This shows the legend in the right margin of the timeline. This is also enabled by default.

- Adjust Graphics to Legend Heighthis forces the size of the diagram to be large enough to
show all legend items.

Frames:Frames give an outline to the bars. The usage of frames becomes visible only when
zooming in very closely such that each bar is separated from the Biere 4-15llustrates the
Quantitative Timeline with frames. In this figure, tApplicationfunction group is shown with

a black outline, while th&PIs are shown with a white outline.

. Grid: Use this checkbox to turn the grid on or off. The grid is drawn on top of the data and is
aligned with the ticks on the scales. By default, this checkbox is activated.

Figure 4-15. Using frames in the Quantitative Timeline
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Vertical Scaling

The vertical scaling option functions the same way as in the Qualitative TimelineSgseton
4.2.29.
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Figure 4-16. The Quantitative Timeline settings dialog box

Il Quantitative Timeline Settings

I
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« The Functions Tab

The Functions Talselects the functions to be hidden/displayed. It is also possible to change the
stacking order with this tab.

Radio buttons in this tab specify whether each individual process is coutteah{ individual Pro-
cessepor whether merely the uppermost entriesbup All_Process€€ount Top Level Entries
of Group All_Processes Orjlare counted.

4.3.3. The Context Menu

The context menu entyngroupin the Quantitative Timeline provides the option of ungrouping the
given function group, like in the Function Profile (referSection 4.5.5.2 Similarly, Regroupallows
undoing a previous ungrouping.

TheHide option in the context menu conceals the chosen activity. To unhide all the hidden items, use
the check boxes in thiéunctionstab of theSettings Dialodox.
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Figure 4-17. Quantitative Timeline: context menu
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The Move Groupentry in the context menu changes the position of the different groups. The opted
group can be moved to the top, to the bottom, upward by one position or downward by one position.
Click on the legend to obtain a context menu with these options.

The other context menu entries are explaine8égction 4.8

4.3.4. Filtering and Tagging

Tagging in the Quantitative Timeline is indicated by a mesh pattern being placed over the tagged
item. Figure 4-18shows a Quantitative Timeline for the fi@isson_icomm.single.stf with the
tagged functioMPI_Finalizeon the right-hand side of the display.

Figure 4-18. Tagging theMPI_Finalize function in the Quantitative Timeline
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Filtering in the Quantitative Timeline works the same way as in any other Gfigttre 4-19shows
the result when onlPI_Finalizepasses the filter.
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Figure 4-19. Quantitative Timeline after filtering
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4.4. Counter Timeline

The Counter Timeline shows the values of all counters that a given trace file provides. The Intel®
Trace Collector records user-defined counters or counters provided by the operating system. Please
refer to the Intel Trace Collector documentation to learn more about tracing counters.

Figure 4-20. The settings dialog showing all counters available in the trace with their type and
scope.
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Figure 4-21. Some counters with differing scopes, zoomed in.

Eile Style Windows HelpF1 =~ x|
View Charts Navigate Advanced Layout
1.8 s 2.2 s
2.0 s 2.4 s Ii
0.1604 —= - —a delta [~
Avgval [s]
£ —a PO
0.16
0.1596
= = mem I3
Be+18 [ I — Avgval [bytt;sﬂ]
B
Te+ld =
T = [u] pnintiﬁ
14 o AvgVal [#]
21}
13 o
12 =}
11 = ¥
TUuy —= sine [
500 AvgVal [bytes]
PO
0
-500
-1000 T
| I
1.654 232, 2.585 190: 0.8940 958 | sec. All_Frocesses Major Function Groups — Tag Filter

The Counter Timeline as shown fiigure 4-21shows counters with the scopéalid BEFORE point
Valid AFTER pointValid AT pointandCurve The time interval is small enough so that no counter
samples are merged over tintgection 8.). The sample points are indicated by markers.

The sample points for counters with the attrib@erve are connected by line segments. Samples
with the attributévalid AT pointare are shown by markers. Samples of counters with other scopes are
shown by short, unconnected horizontal line segments before or after the sample.
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Figure 4-22. Some counters with differing scopes, zoomed out.
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The Counter Timeline as shownigure 4-22shows the same counters agigure 4-21but zoomed
out. Notice that there are no markers anymore because the values shown represent samples that were
merged over time. To force that effect the View was made very narrow.

4.4.1. Mouse Hover

When the mouse pointer hovers over the Counter Timeline, its exact position in time is shown in the
View's status bar. If the mouse pointer is near a sample point then the respective value is shown.

4.4.2. Counter Timeline Settings

The Settings dialog box in the Counter Timeline has three tabsRréferencesab, theCountergab
and theProcesses$ab.
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Figure 4-23. Counter Timeline Settings Dialog box
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Preferences Tab

Use the controls in this tab to adjust the display settings and the scaling of the Counter Timeline.
The tab consists of the groupssplayandVertical Scaling

The groupDisplay contains the following controls:

- Time ScaleThis displays a time scale along the x-axis.

- Vertical Scale:This scale is on the y-axis. By default, this option is enabled so that the scale is

shown.

- Legend:This shows the legend in the right margin of the timeline. This is also enabled by default.

- Adjust Graphics to Legend Heighthis forces the size of the diagram to be large enough to

show all legend items.

- The combo box showing eith&ingle Diagramor Many Diagramsallows to have either a single
diagram for all selected counters and all selected target group children or to create a separate
diagram for each target group child.

Use theVertical Scalinggroup to switch between thsutomatic Scaling (per Diagramfutomatic
Scaling (global)and theManual Scalingof the y-axis. To explicitly specify the minimum and
maximum scale values, uséanual Scaling To visually compare two or more Charts in the same

or distinct Views, specify the same bounds for both charts.

Counters Tab

This tab holds a list with seven items for each counter provided by the trace file. The top level entry
for each counter shows the counteame its Unit, its targetProcess Groumand itsAttributes
(Figure 4-23. The name and the unit are arbitrary, free format strings defined in the trace file.
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The columnProcess Grougontains the counter’s target group. A counter that has different values
for each process will have the target grodlb Processeswhile a counter that has a distinct value
for each SMP node will have the target groib Nodes

The columnAttributescan contain the following attributes:
EitherIntegeror Doublg indicating the counter’s type.

One ofValid BEFORE PointValid AFTER PointValid AT Pointor Curveindicating the counters
scopeCurveindicates that it is meaningful to interpolate values between two given counter values.

The attributeShow Rateindicating that it is preferable to display the derivation to time instead of
the plain counter values.

Nested under the top level entry for a counter, there are six entries for the minimum, average and
maximum values and for the minimum, average and maximum rates that allow to switch each on
and off independently. If you just use the top level entries check box then either the average value
or rate will be chosen depending on the counters attributes.

« Processes Tab

This tab contains one top-level entry for each target group used in at least one of the counters and
a nested entry for each target group’s child.

Using the top-level entry for a target group you can switch the entire target group on or off, or go
back to the last subset that you selected using the second level entries.

Using the second level entries you can switch on and off arbitrary children of the target group.

The settings for a target group in this tab are applied to all counters with the respective target group.

4.4.3. The Context Menu

The context menu of the Counter Timeline provides the common entries as defi@ection 4.8

4.4.4. Filtering and Tagging

The filter mechanism in the Intel Trace Analyzer does not cover counters. Therefore the Counter
Timeline is independent of the View's filter settings.
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4.5. The Function Profile Chart

The Function Profile provides detailed profiling information on the performance data. It consists of
four different tabs, namely thielat Profile tab, theLoad Balanceab, theCall Treetab and theCall
Graphtab.

All four of these tabs use the same column headers with the same semantics, and use the same raw
data. The default column headers on display ldeene, TSelf, TTotal, #Calls and TSelf/Célbr

a detailed explanation of all available column headers ref@dction 4.5.5.1The order of these
columns are adjusted by dragging headers of columns.

Figure 4-24. Function Profile
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To sort a list in ascending or descending order, click on a column header. To see which process spends
the most time (or the least time) in a function, clit®elfand the entries are sorted by this column.

The arrow symbol in the column header indicates whether it is arranged in ascending or descending
order.

Note: Sorting by the name column does not sort alphabetically. Instead, it sorts in the order given
by the layout of the current process or function group.

The number formatting options are preset globally via the Number Formatting Settings dialog (refer
to Section 5.1 To increase the number of digits locally by three (or one) digits press the key “+” (or
CTRL"“+"). Use the keys “-" (or CTRL"-") to revert this action. Notice that the exact effect of asking
for additional digits depends on the format chosen in the Number Formatting Settings dialog for the
respective unit.

4.5.1. Flat Profile

By default, the Flat Profile summarizes all major groups of functions and presents statistics over the
processes. The exact contents of these groups depend on the group definitions stored in the trace file or
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as defined by the user; in the fi@isson_icomm.single.stf , this is onlyMPI andApplication

The Chart inFigure 4-24shows that most of the time was spent in MPI, which is considered as pure
overhead. To see the distribution of execution time over the individual MPI routines, right-click on
the MPI entry and sele¢ingroup Group MPIfrom the context menu as shownkigure 4-25

Figure 4-25. Ungrouping the function group MPI via the context menu

Il Intel® Trace Analyzer - [1: //knsfiler] /PSP/mosel/itatp/examples.

dtgroup Group kP

This causes the single MPI entry to be replaced by several entries - one for each MPI function
(seeFigure 4-29. To regroup the children of MPI, right-click on a child and cho&egroup MPI

from the context menu or selebtajor Function Groupsfrom the Function Group Editor(Views
Menu—Advanced—Function Aggregation).
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Figure 4-26. Flat Profile after ungrouping MPI
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The default settings ensure that all statistics are summarized over all threads into a single profile. All
tabs provide the option of viewing the data for each process separately. To do this, use the combo box
at the top of the tab as shownkigure 4-27 For example, selectinghildren of Group All_Processes
results inFigure 4-28 The processes are now listed as the top-level entries in the tree (first column).
To expand and collapse the processes of interest, use the plus and minus handliggi(eek 2§.

Figure 4-27. Selecting Profiles per process
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Figure 4-28. Showing children of process group All Processes
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45.2. Load Balance

The Load Balancdab displays the same data as Eat Profile except that it is grouped by function
instead of by process. Th@ad Balanceab compares the profiles of the same function across several
processes. Here, the top level entries of the tree, given in the first column, are funetiume.4-29
shows thaf Selffor MPI_Allreduceis pretty unbalanced across processes.

Figure 4-29. Load Balance for MPI_Allreduce
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As in the Flat Profile, the Load Balance summarizes the statistics into a single profileGursing
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All_ProcessesTo view the data for each individual process in a given function, Cisidren of
Group All_ProcessesSimilarly, the functions in the Load Balance tab are ungrouped udimg
group/Regroupon the context menu. Ungrouping displays all major function groups. To group all
processes together and to view it as a single profile, s&extp All_Processes

Figure 4-30. Pie diagrams in the Load Balance tab
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The Load Balance tab offers to display the data in form of pie diagrams (refégtoe 4-30. The

button in the top right corner of the tab allows to switch back and forth between the usual list and
the pie diagrams. This allows to judge the overall load balance pattern (for TSelf) even among a huge
number of processes in a relatively confined space. Above the pie diagrams are two sliders. The left
one controls the minimum radius of the pies and the right one controls how many pie diagrams appear
in a row.

4.5.3. Call Tree

When the Load Balance and Flat Profile tabs do not show enough detail, use the Call Tree tab to
include calling dependencies in your analysis. The Call Tree tab shows the same information as the
Flat Profile and Load Balance, but also includes the calling hierarchy.

Select a certain entry in the Call Tree to focus on it. The focus remains on this entry even when the
time interval is changed due to scrolling or zooming. It stays selected and visible when possible. If a
corresponding entry is absent for the new time interval, then its parent is selected. This feature is very
useful in large and deeply nested call trees.
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Figure 4-31. The Call Tree tab
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4.5.4. Call Graph

The Call Graph tab shows a small part of the call graph for each process or process group: a single
node (called central function) with its inbound and outbound edges. Each process entry has three
children: theCallers, the central function and theallees

Figure 4-32. The Call Graph tab
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Flat Profile |L0ad Balance |Ca|| Tree | Call Graph |

n All Processes i]
Name [ Tself TSelf TTotal
- Group All_Processes
= Callers
. Group Forward calling Group MPI £.901 164 5 £.901 164 5
Group Adjoint calling Group MPI 13.208 435 5 13.208 495 5
Group cg calling Group MPI 2013630 s Z013630 s
Group Smoother calling Group hPI 32933519 s 32833519 s

Group Application calling Group hPI 14594737 358 s [N 14 co4737 398 s
Group MPI

[ 1 | [«I¥]

0.000 000, 989.524 938; 989.524 99E| 3EC. |AII_Processes Iajor Function Groups
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To navigate through the Call Graph, double-click on a caller or callee and press the space bar or Enter
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key to make the respective function the central node.

The time shown for the central function is the same as shown in the Flat Profile tab and the Load
Balance tab. The times shown for the callers representirtie spent in the central functiomhen
called from the respective function.

If a function is used within different contexts (by different algorithms for example), then it can be
observed which algorithm causes a function to consume more or less tiffiguire 4-32it is seen
which caller is responsible for most of the time spent in MPI: it is the function group Application (and
not Forward, Adjoin, cg or Smoother). Using the Call Graph this way helps finding places in the code
that cause expensive calls, even when the call tree gets too big to navigate through it.

4.5.5. Using the Function Profile

The following sections describe the columns headers of the Function Profile and how to define these
headers using theunction Profile Settingdialog box.

4.5.5.1. Function Profile Settings

The Function Profile Settings dialog box enables customizing display options for all four tabs of
the Function Profile Chart. To access the Settings dialog box, right click and EBalection Profile
settingsfrom the context menu.
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Figure 4-33. The Function Profile settings dialog
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Preferences Tab

In the Preferencesab, there are four groups of options. The first one isigplay Group, which

consists of check boxes. Use these check boxes to select the attributes to be displayed. There are a
total of eight attributes available, out of which four are selected by defainfie( Self, Time Total,
#CallsandTime Self per Ca)l All eight attributes are described below:

- Time Self (TSelf)Time spent in the given function, excluding time spent in functions called from
it

- Time Total (TTotal):Time spent in the given function, including time spent in functions called
from it

. #Calls: Number of calls to this function. This can be zero even if other attributes are non-zero,
because the actual calls to the respective function can occur outside the current time interval.

- Time Self per Call (TSelf/Call): Time Selfreraged ove#Calls
. Time Total per Call: Time Totaveraged ove#Calls

- #ProcessesdNumber of processes in this function

- Time Self per Process: Time Salfieraged ovettProcesses

- Time Total per Process: Time Totaeraged ovet#Processes
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Using the given check boxes, the displaying of the above attributes either as text or as a bar graph
can be switched on or off independently.

Use the radio buttons to specify the format for time (seconds or ticks) or to specify time as a
percentage of the time interval.

There are three scaling modes in the Preferences tab and these are given as radio buttons. The
default {isible Item$ scales the bars to the respective maximum of all expanded igiitems

uses the global maximum of all values, regardless if they are expanded &ilvlotgsuses only

the maximum of the direct siblings. In all three scaling modes only values from the same column
are taken into account.

At the bottom of thePreferencesab, there is &unction Colorscommand button. Clicking on this
opens thd-unction Group Color EditofseeSection 5.5.

« The Processes Tab

In the Processesab, select the processes to be displayed in the Chart by enabling the check box of
the process. After selecting these in Pimcessesab, the selected processes are shown in any of
the Function Profile tabs by choosing tAe selected in Settinggption from the combo box (See
Figure 4-27. An easy way to select all but one process is to choose the process not required and
then using thénvert All to reverse the selection. Doing this has no influence on the current process
group of the View, it only allows to focus the Function Profile on a subset of all processes.

. Pie Tab

The Pie tab contains check boxes to switch the individual diagram titles and the global legend on
and off.

4.5.5.2. The Context Menu

The context menu, obtained by right-clicking on an item, contains a set of operations that are per-
formed on the clicked item and on the Chart as a whole. The context menu adjusts itself to suit the
selected entry in the Chart.

The Show All_Processes/xxx @mtry in the context menu shows the given profile in a different tab.
Here xxxstands for the Function group name. For the given example, this would be either the function
groupsMPI, Applicationor the function grouther.

Another context menu entry is théngroupoption. This ungroups the selected group and shows the
distribution of execution time over the individual routines, as is illustratdeignre 4-25andFigure

4-26. To revert the ungrouping, right-click a child of a recently ungrouped function group and select
Regroupfrom the context menu. To restore the summarized display after ungrouping a number of
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times, it is easier to open thinction Group EditousingViews Menu— Advanced—Function
Aggregation and selecMajor Function Groups

TheFind entry searches for a process/function (Seetion 5.1}

To save the flat profile data in text form, choose the context menu Expgrt (Flat) Data This

opens &ile Savedialog box. Specify the filename or choose the file in which to store the data here.
This includes all data of the flat profile also taking into account the child processes. The default option
is to save it as a .txt file.

Context Menu—Charts opens another sub-menu, which contains entries to print, save, clone and
move the Chart (seBection 4.8.

Figure 4-34. A context menu with a submenu

I Intel® Trace Analyzer - [1: //knsfiler] /PSP /mosel/itatp/examples/
File Style “indows HelpF1
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—_F'rint Chart Chrl+Shift+P
PO Close Chant CtivShiftek gaye Chan ChkShift5
P Clone: Chart Chl+ShiftD
F2 Clane Chart in new View  Cti+Shift+y
F3 Chart to Tops/Left
P4 Chart to Bottom/Fight
Ps G Clase Chart ChilsShiftsk,
Pe

4.5.5.3. Filtering and Tagging

Tagged entries are shown using a bold font for the name column. Entries with tagged descendants are
shown with underlined names. This helps to see or find the required entry, especially when the tree is
large. For more details on tagging and filtering refeBaxtion 8.3
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Figure 4-35. Tagged entries in the function profile
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4.6. The Message Profile

The Message Profile Chart categorizes messages by groupings in a matrix and shows the value of
several attributes in each cell.

By default the matrix is square with the sending processes as row labels and the receiving processes
as column labels. It shows in cell (i, j) the total time spent in transferring messages from sender i to
receiver j.

This chart also includes per row and per column statistics, which give the sum, the average and the
standard deviation for the respective row or column.

The grouping that defines the row and column headers of this matrix and therefore the categorization
of the data are changed in the context menu and the settings dialog box. Available groupings in
addition toSenderandReceiverare for exampld@agandCommunicator
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Figure 4-36. The Message Profile
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The attribute shown in the cells is chosen via the context menu or the settings dialog box. Apart from
the Total Time shown by default there are other time values, transfer rates, volumes, and counts.

The cell sizes can either be set automatically or manually. If manual sizing is selected you can change
the size of the cell by using the slider above the matrix. If the cells are too small to display humeric
data, hover your mouse over a cell and view data in the status bar.

The number formatting options are preset globally via the Number Formatting Settings dialog (refer
to Section 5.1 To increase the number of digits locally by three (or one) digits press the key “+” (or
CTRL"“+"). Use the keys “-" (or CTRL"-") to revert this action. Notice that the exact effect of asking
for additional digits depends on the format chosen in the Number Formatting Settings dialog for the
respective unit.

You can restrict the display to a rectangular area of the matrix. To select rows or columns click on row
or column headers. For an arbitrary area of the matrix keep the mouse button pressed and select the
respective cells. To restrict the display to the selection, right-click and sé&bech to Selectiofrom

the context menu. To change the position of the row and column headers, hold down the Ctrl key and
drag the header to the required position.

4.6.1. Mouse Hover

When the mouse is positioned over any point in the matrix then detailed information for the current
position is shown in the View's status bar in the form "$AttributeValue ($RowLabel, $ColumnLabel)".
This allows getting exact attribute values even if the cells are configured to be very small or to show
no alphanumerical entries at all.
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4.6.2. Message Profile Settings

The Settings dialog box provides three tabs: Preferences, Colors and Data.

- Preferences Tab

The Display group provides check boxes and radio buttons to configure some visual details. The
check boxeskow Labelsand Column Labelswitch the respective row and column headers. The
check boxScaleswitches the colored scale next to the matrix. The checkGxick shows/removes

the black grid shown between cells.

The checkboXeep Empty Rows/Columns when using Sender/Receiver Groggiitgees a spe-

cial feature on/off. This feature is only relevant for the GroupiSgaderandReceiver For these
groupings, a checked state indicates that all processes should always be shown, like for example,
showing even empty rows and columns. That keeps the form of the matrix constant and makes it
easy to look for patterns in the data. An unchecked state means that empty rows and columns even
for these groupings are suppressed. All other groupings suppress empty rows and columns to save
screen space regardless of the state of this check box.

The radio button€ommunicator Nameand Communicator Idsllow to either see helpful com-
municator names (if available in the trace file) that may take a lot of valuable screen space or to
restrict the display to show only concise communicator ids.

The Layoutgroup allows switching between two fundamentally different modes for the layout of
the matrix. By default the mode Butomatic Cell Sizeand the cell sizes are adjusted to make all
text readable. In this mode checkikgual Cell Sizebasically results in equal column widths and
enables the check b&quare Cell Sizet® get square cells. The other options of tayout group

are disabled by default.

ChoosingManual Cell Sizesllows specifying the size of the cells in pixels either in @al Size

group at the bottom of the tab or using the slider that is available on top of the matrix as soon as
this setting is applied. In this mode, the alphanumerical data in the cells is displayed only if it fits
or if it is switched off entirely by un-checking the check bbext in Cells By default,Manual Cell

Sizeds checked.

. Colors Tab

The push buttonslaximum ColorandMinimum Colorallow choosing the colors for the maximum
and minimum attribute values. The text input field allows specifying the number of color steps (1-
255).

The chosen colors are considered as points in a color space and the colors of the scale are interpo-
lated on a line through color space connecting these two points. The combo box to the right of the
text input field allows using either the HSV or the RGB color space. HSV is more fancy and color-
ful, but RGB is often more useful and readable. For monochrome printing, it is advisable to choose

a very light and a very dark color. Choosing white for the minimum and black for the maximum is
not at all bad.
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Figure 4-37. The three tabs of the Message Profile settings dialog box
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By checking the boManual Scalingt is possible to specify the minimum and maximum values
for the color scale in the two text input fields below. This is very convenient when comparing two
Message Profile Charts that may live in different Views.

Data Tab

The Groupinggroup provides two combo boxes to choose the row and column headers or better
said to choose how the data is grouped into categories. The groupings for rows and columns are
chosen independently. However not all combinations are possible. It is not possible to have the
same grouping for rows and columns and it is not possible to have Sender/Receiver at one axis and
any one of Sender or Receiver on the other axis.

The available groupings are:

. Sender

Categorizes the messages by Sender. The exact labels are defined by the current thread group
that is given by the View (se@hapter 3.

- Receiver

Categorizes the messages by Receiver. The exact labels are defined by the current process group
that is given by the View (se€hapter 3.

. Sender/Receiver
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Categorizes the messages by Sender/Receiver pairs. The exact labels are defined by the current
process group that is given by the View (<&leapter 3.

- Tag

Categorizes the messages by the MPI tag assigned to the message by the program at the sender
side.

. Communicator

Categorizes the messages by the MPI communicator. The labels are either communicator ids or
names. Names are displayed if they are available in the trace file and if they are chosen in the
Preferencesab of the Message Profile Settings dialog box.

- \Volume

Categorizes the messages by their Volume; for example, size in bytes. This is d&garm
4-38 where only messages with a volume of 2000 bytes were sent.

- Sending Function

Categorizes the messages by the function that sends them. Labels are names of MPI functions
such asviPI_Irsend This categorization is not influenced by the current Function Aggregation.

Note: This information is only available with traces created by the Intel Trace Collector Ver-
sion 6 and higher.

Receiving Function

Categorize the messages by the function that receives them. Labels are names of MPI functions
like MP1_Waitany This is not influenced by the current Function Aggregation.

Note: This information is only available with traces created by the Intel Trace Collector 6 and
higher.
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Figure 4-38. Grouping Volume by Receiver
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The Datum group allows choosing which attribute should be printed or painted in the cells. The

available attributes are:

. Total Time, [s] or [tick]

The total travel time of the messages, accumulated over all messages that fall into this cell. The

unit is either [s] or [tick] depending on the View setting.

« Minimum Time, [s] or [tick]

The minimum travel time of a message, minimized over all messages that fall into this cell. The

unit is either [s] or [tick] depending on the View setting.

« Maximum Time, [s] or [tick]

The maximum travel time of a message, maximized over all messages that fall into this cell. The

unit is either [s] or [tick] depending on the View setting.

- Average Transfer Rate, [B/s]

The average transfer rate, averaged over the transfer rates of all messages that fall into this cell.
Messages are not weighted; for example, transfer rates of short messages have the same impact

as transfer rates of long messages.

- Minimum Transfer Rate, [B/s]
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The minimum transfer rate, minimized over all messages that fall into this cell.

- Maximum Transfer Rate, [B/s]

The maximum transfer rate, maximized over all messages that fall into this cell.

. Total Data Volume, [B]

The total data volume, accumulated over all messages that fall into this cell.

« Minimum Data Volume, [B]

The minimum data volume, minimized over all messages that fall into this cell.

Maximum Data Volume, [B]

The maximum data volume, maximized over all messages that fall into this cell.

- Count, [1]

The number of messages that fall into this cell.

The groupRow Statisticallows switching the individual columns on or off. These columns hold
the statistics for the rows.

The groupColumn Statisticallows switching the individual rows on or off. These hold the statistics
for the columns.

4.6.3. Context Menu

The context menu provides shortcuts with which the attributes and groupings are selected. To do this,
use the entrieéttribute to show, Columns shaamdRows showThese entries are the same as those
explained inSection 4.6.ZMessage Profile Settings dialog hox

The entry sort allows to sort rows by the values of the column clicked on, or to sort columns by the
values in a row clicked on and to switch back to the default order. Switching back to the default order
is also useful if the columns or rows were rearranged by dragging the row or column headers around
(hold the Ctrl key down while dragging to do that).
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When a given area of the matrix is selected, then the context menu provides entries to either zoom
into/out of the selected area or to suppress the display of the selected area (all row and columns that

are partially selected are suppressed).

Figure 4-39. Selecting an area in the matrix and zooming into

M Intel Trace Analyzer - [1: //knsfiler1 /PS5 P/mosel/itatp/examples/poisson_sendrecy._single_stf]

Figure 4-40. Zoomed into the selected area
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If something is hidden then the context menu provides an esiigw Alland theHide submenu
contains enabled entries to unhide all hidden rows or columns or all.
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Actually the zoom feature of the Message Profile relies on storing the row and column labels to be
suppressed. This can have surprising effectéoifimeis selected as row grouping and the rows with
labels 17 and 19 are hidden, then scrolling into an area containing messages with volume 18 results in

these messages being shown. To suppress all messages with certain volumes, use filt&augi(see
5.0.

The entryExport Dataopens a File Save dialog box to select a file to store textual data in. This
includes all data cells that contain at least one message, even if they are currently hidden. It does not
contain row or column statistics. For each cell, it stores all available attributes.

Additionally the context menu contains the usual operations as descrilSetiion 4.8

4.6.4. Filtering and Tagging

Tagged cells are emphasized by a small additional frame around the cell in the color of the alphanu-
merical entry in the cell. A cell is tagged as soon as a single tagged message exists in that cell.

Figure 4-41. Tagging a process in the Message Profile
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Messages that do not pass a filter are not accounted for and may result in a smaller matrix when this
results in empty rows and columns. For more information on filtering and tagging, re$ercton
8.3
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4.6.5. Aggregation
The View's thread group influences the labels of the Sender, Receiver and Sender/Receiver groups.

The View’s function group has no influence. If the View shows the thread ¢iOtiger” , then this
results in additional rows and columns for the groupings Sender, Receiver and Sender/Receiver.

4.7. The Collective Operations Profile

The Collective Operations Profile enables analyzing communication patterns that are done using MPI
Collective Operations. Like the Message Profile (Seetion 4.8, the Collective Operations are also
represented in a color-coded matrix format. The default matrix shows the type of the Collective Op-
eration as the row label and the process as the column label.

Figure 4-42. Collective Operations Profile
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The precision of the values shown can be adjusted as explair@attion 4.6

4.7.1. Mouse Hover

When the mouse is positioned over any point in the matrix then detailed information for the current
cell is shown in the View's status bar in the form “$AttributeValue ($RowLabel, $ColumnLabel) ”.
This allows getting exact attribute values even if the cells are configured to be very small or to show
no alphanumerical entries at all.
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4.7.2. Collective Operations Profile Settings

The Collective Operations Settings adjusts the various attributes that affect how the Chart is displayed.
This includes the colors, the layout and the statistical attributes. The Settings dialog box is divided
into three tabs namely tHereferencesab, theColorstab and théDatatab.

« The Preferences Tab
ThePreferencesab adjusts the Display settings and the Layout settings.

Display Group In this group, the visual aspects of the Chart is configured. Using the check boxes
Row LabelsandColumn Labelsit is decided if the row/column headers should be displayed or not.
The check boxScale if enabled, displays the colored scale that is seen on the right-hand side of
the matrix. TheGrid checkbox displays/removes the black grid in which the cells are placed. The
checkboxKeep Empty Rows/Columns when using Sender/Receiver Growguiitghes a special
feature that is only relevant for the Groupings Sender and Receiver. For these groupings, a checked
state of this box indicates that all processes should always be shown, like for example, showing
even empty rows and columns. That keeps the form of the matrix constant and makes it easy to
look for patterns in the data. An unchecked state means that empty rows and columns even for
these groupings are suppressed. All other groupings suppress empty rows and columns to save
screen space regardless of the state of this check box.

The radio button€ommunicator Nameand Communicator Idsllow to either see helpful com-
municator names (if available in the trace file) that may take a lot of valuable screen space or to
restrict the display to show only concise communicator ids.

Layout Group TheLayoutgroup allows switching between two fundamentally different modes for
the layout of the matrix. In th&utomatic Cell Sizemode, checkingequal Cell Sizebasically
results in equal column widths and enables the checlQumare Cell Sizet® get square cells. The
other options of théayout groupare disabled by default.

ChoosingManual Cell Sizesllows specifying the size of the cells in pixels. This is done either in
the Cell Sizegroup at the bottom of the tab or by sizing the cells manually with the slider that is
available on top of the matrix as soon as this setting is applied. In this mode, the alphanumerical
data in the cells is displayed only if it fits. Otherwise, it is switched off entirely by un-checking the
check boxText in Cells

« The Colors Tab

The push buttonslaximum ColorandMinimum Colorallow choosing the colors for the maximum
and minimum attribute values. The text input field allows specifying the number of color steps (1-
255).

The chosen colors are considered as points in a color space and the colors of the scale are interpo-
lated on a line through color space connecting these two points. The combo box to the right of the
text input field allows using either the HSV or the RGB color space. HSV is fancier and colorful,
but RGB is often more useful and readable. For monochrome printing, it is advisable to choose a
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very light and a very dark color. Choosing white for the minimum and black for the maximum is
not at all bad.

By checking the boManual Scalingt is possible to specify the minimum and maximum values
for the color scale in the two text input fields below.

The Data Tab

TheDatatab allows choosing how the data is analyzed. Diagatab is divided into thgrouping
section, theDatumsection, theRow Statisticand theColumn Statistics

Grouping SectionThe Groupingsection provides two combo boxes to choose the row and column
headers or better said to choose how the data is grouped into categories. The groupings for rows
and columns is chosen independently. However not all combinations are possible. It cannot have
the same header for row and column. For example, a matrix cannot be plotted with both the row
and column header beir@ommunicatorAll the headers are explained below:

- CommunicatorCategorizes the messages by the MPI communicator. The labels are either com-
municator ids or names. Names are displayed if they are available in the trace file and if they are
chosen in théreferencesab (see above) of the Settings dialog box.

. Collective OperationThis shows the types of operations like MPI_Allreduce and MPI_Bcast.

Root Shows the root used in the operation, if applicable. If there is no root, aNb&ootis
created.

Process Categorizes the operations by the processes.

Datum SectionThe Datumgroup allows choosing which attribute should be printed or painted in
the cells. The available attributes are:

- Total Time The total time spent in operations, accumulated over all operations and all processes
referred in this cell. For a single process and a single operation this is the time spent in the call
to the operation. For cells referring to a process group this is the sum of the times all contained
processes did spent in the operation. For many operations it is the sum over the times spent in
each single operation. The unit can either be seconds [s] or ticks[tick] depending on the View
setting.

Minimum Time The minimum time spent in an operation, minimized over all operations and all
processes that fall into this cell ([s] or [tick]).

Maximum TimeThe maximum time spent in an operation, maximized over all operations and
all processes that fall into this cell ([s] or [tick]).

. Total Volume SentThe total data volume that has been sent from all operations in this cell
[bytes].

Minimum Volume SenThe minimum amount of data volume that has been sent by an operation
in this cell [bytes].

Maximum Volume Serthe maximum amount of data volume that has been sent by an operation
in this cell [bytes].

- Total Volume Received@he total data volume that has been received by all operations in this cell
[bytes].
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Minimum Volume Receivedhe minimum amount of data volume that has been sent by an
operation in this cell [bytes].

Maximum Volume Receivethe maximum amount of data volume that has been received by an
operation in this cell [bytes].

. Total Data VolumeThe total data volume, accumulated over all operations in this cell.

- Count The number of operations in this cell.

Row StatisticsRow Statisticspecifies whether the statistical values like the sum, the mean or the
standard deviation should be displayed for the rows. Simil@blumn Statisticgive the above
mentioned statistical values for the given columns.

4.7.3. The Context Menu

The context menu in the Collective Operations Profile mainly consists of the following entries:

« Attribute to show

The attributes to be shown in the Collective Operations Profile is selected in this option. It contains
all the attributes that are explained in the Datum Section.

« Columns to show

This entry indicates if the Collective Operations Profile should be displayed by process, by root or
by communicator.

+ Rows to show

This entry denotes whether the rows of the profile show the Collective Operation, the communicator
or the root values.

. Sort

The entry sort enables sorting rows by the values of the column clicked on, or to sort columns by

the values in a row clicked on and to switch back to the default order. Switching back to the default

order is also useful if the columns or rows were rearranged by dragging the row or column headers
around (hold the Ctrl key down while dragging).

. Zoom to selection

Use this entry to focus on a particular region in the matrix. To do this, select the required region
with the mouse as shown Figure 4-43and choose the entZoom to selectiofrom the context

menu (obtained by a right-click on the mouse). As a result, everything else other than the selected
region, is removed from the display.

72



Chapter 4. Charts

Figure 4-43. Zoom to Selection in the Collective Operations Profile
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Hide

This hides all cells that are selected. Selection of cells is done by holding down the left mouse
button and moving over the required region. This also automatically opens the context menu.

Show All

This entry shows all cells again. It is enabled only if cells have been previously hidden using the
Hide entry.

Export Data

This entry opens a File Save dialog box to select a file to store textual data in. This includes all data
cells that contain at least one message, even if they are currently hidden. For each cell, all available
attributes are given. It does not contain row or column statistics.

Collective Operations Settings Profile

This opens the Settings dialog box of the Collective Operations Profile.
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Figure 4-44. Context menu of the Collective Operations Profile

4.7.4. Filtering and Tagging

Tagged cells are emphasized by a small additional frame around the cell in the color of the alphanu-
merical entry in the cell. A cell is tagged as soon as a single tagged message falls into that cell. For
more information on tagging and filtering, refer$ection 8.3

4.8. Common Chart Features

All Charts share some common features that are available via common context menu entries:

« Print Chart (Ctrl+Shift+P)
Prints a hard copy of the Chart.

« Save Chart (Ctrl+Shift+S)
Saves the chart as a picture.

+ Clone Chart (Ctrl+Shift+D)

Opens exactly the same Chart within the present View. In other words, it “clones” the current Chart.
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Figure 4-45. Common context menu features
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+ Clone Chart in New View (Ctrl+Shift+V)

Creates a new View and opens a copy of the current Chart in the new View.

« Chart to Top/Left

Useful when two or more Charts of the same kind (Timelines or Profiles) are open. If the Charts
are placed one on top of each other, then this entry moves the selected Chart to the top. If they are
placed next to each other, then it moves the selected Chart to the left.

« Chart to Bottom/Right

This entry is also only useful when two or more Charts of the same kind (Timelines or Profiles) are
open. If the Charts are placed one on top of each other, then this entry moves the selected Chart to
the bottom. If they are placed next to each other, then it moves the selected Chart to the right.

+ Close Chart (Ctrl+Shift+K)

Closes the Chart.

When a Function Group A is right-clicked then all Charts show the ébirytext Menu—Ungroup
A. When a child of a recently ungrouped Function Group A' is right-clicked then all Charts show the
entry Context Menu—Regroup A .

To move the Chart to different positions in the View, uBentext Menu— Chart—Chart to
Top/Left or Context Menu—Chart— Chart to Bottom/Right.
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Apart from the Settings Dialog boxes of each chart, there are a number of other dialog boxes in the
Intel® Trace Analyzer. All dialog boxes have the same semantics regarding the bDKoi@&ancel
andApply.

In case the current settings of the dialog boxes are inconsistent or out of boun@ tred Apply
buttons are both disabled.

5.1. The Filtering Dialog

The filtering dialog box is accessed through the Advanced MenWiews
Menu— Advanced—Filtering) This dialog box allows specifying filter expressions that describe
which function events, messages and collective operations are to be analyzed and shown. The two
radio buttons in the groupefinition of Filter Expressiomt the top switch between two fundamental
modes:Using GUI Interfaceis chosen by default and allows generating the filter expression via a
graphical interface, whiléManually allows to type in the filter expression directly. Building the
expression with the graphical interface is a lot easier and recommended for beginners or infrequent
use.

An expression is built using either the point and click interface or using the manual mode. Either way
the resulting expression is parsed upon each change.

If the current expression can not be converted into a proper filter definition then the dialog shows a
red warning at the bottom which indicates the reason.

If the expression makes use of filter attributes that require to bypass the in-memory trace cache and
to process detailed data from the trace file then a warning message is shown. In this case it can be
expected that the analysis using this filter expression will need considerably more time than usual.

5.1.1. Building Filter Expressions Using the Graphical
Interface

The Filtering dialog box allows specifying filter expressions separately for function events, messages
and collective operations via three separate tabs. It provides a fourth tab |Bretedseso addi-
tionally restrict the events to only a subset of processes.

Some of the text fields in the filter dialog box can talglets that are of the fornstart:stop:incr

or the short formstart:stop if the increment is one. Such a triplet describes all numbers greater
than or equal tatart and smaller than or equal ttop and that are of the formstart+incr*n

Thestop value is optional, too. Whestop is omitted, all numbers beginning frosmart match.

« Processes Tab
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This tab specifies the processes that may pass the filter. It has effects on all three sub-expressions.

The Show Processeext field defines the processes that are filtered according to the settings of
the other three tabs. Processes not listed in the text field are filtered out completely unless the
text field is empty: this is the default and indicates thatPhecessesab has no effect. The text

field can take a comma-separated list of process ids, process group ids, triplets thereof, unquoted
or double-quoted names of threads, processes or process groups. Names given match all equally
named processes/groups.

The button labeled. opens the dialog boRrocess Group Selectiomhere one or more processes

or process groups are selected (see below).Iiert check box swaps the selection. For example,

if all processes except one pass the filter, select the process to be filtered out and use the check box
Invert

Checkinglnvert means to let only events pass that do not match this predicate. It is a logical NOT
and shown as a exclamation mark before the predicate in the filter expression.

Below the filter clauses, the resulting filter expression is shown. To reuse the expression elsewhere,
select and copy the expression in the manual mode of the filtering dialog box. The selection is done
using the mouse. The context menu of the filter expression contdiapw (Ctrl+C) entry and a

Select All (Ctrl+A)entry.

Functions

In the Functionstab, the mode of filtering is selected by means of radio buttohl§ Noneand
Custom

Again, on selecting th€ustomradio button, the filter clause tab is enabled. This consists of the
following entries:

Functions:The text field can take a comma-separated list of functions or function group ids, triplets
thereof, unquoted or double-quoted names of functions or function groups that describe functions
passing the filter. Names given match all equally named functions/groups. The butipens

the Function Group Selectiosubdialog which allows choosing the function names from a list. In
addition, the subdialog provides a checklfdd Function Id if checked, not only is the name of

a selected function written into the text field, but also its Id. This is useful to resolve ambiguities
of function/group names: if only the name is written into the text field, all functions with this name
pass the filter; if the name is replaced by an id, only the function with this id passes the filter, not
other functions with the same name.

ProcessesThe text field can take a comma-separated list of process ids, process group ids, triplets
thereof, unquoted or double-quoted thread, process or process group names that describe pro-
cesses and threads in the functions passing the filter. Names given match all equally named pro-
cesses/groups. The buttonallows choosing from a list. The correspondiPgcess Group Selec-

tion subdialog provides a checkbédd Process Idvhich is similar to the abovEunction Group
Selectiorsubdialog.
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Figure 5-1. Function group selection opened via the filter dialog box
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The buttonAdd New Clausepecifies another filter clause. To remove an existing filter clause tab,
use theRemove Current Claudautton. Clauses are connected by a logical OR, while attributes
from the same tab are connected by a logical AND; they form a so-caltddClause

Messages

On selecting theCustomradio button (se&igure 5-1, the filter clause tab in the Messages tab is
enabled. It has the following entries:

Communicator:The text field can take a comma-separated list of communicator ids, unquoted
communicator names or communicator names in double quotes that pass the filter. The. button
allows choosing from a list.

Tag: The text field can take a comma-separated list of non-negative integers and triplets that de-
scribe tag values that pass the filter.

Message Sizéfhe text field can take a comma-separated list of non-negative integers and triplets
that describe message sizes (in bytes) that pass the filter.

Sender:The text field can take a comma-separated list of process ids, process group ids, triplets
thereof, unquoted or double-quoted names of threads, processes or process groups that describe
processes and threads in the message sender that make the message pass the filter. Names given
match all equally named processes/groups. The buttallows choosing from a list.

Receiver:Analogous to Sender.
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ProcessesMakes a message pass the filter if either the sender or the receiver matches. Analogous
to the logical OR of Sender and Receiver.

Ranks of Sendefthe text field can take a comma-separated list of non-negative integers and triplets
that describe sender ranks (in the MPI communicator) that can pass the filter.

Ranks of ReceiveAnalogous to Rank of Sender.

Ranks:Makes a message pass if either the sender or the receiver matches. Analogous to the logical
OR of Rank of Sender and Rank of Receiver.

Sending Function:The text field can take a comma-separated list of functions or function group
ids, triplets thereof, unquoted or double-quoted names of functions or function groups that de-
scribe functions from which the message was sent. Names given match all equally named func-
tions/groups. The button. allows choosing from a list.

Receiving Function:The text field can take a comma-separated list of functions or function group
ids, triplets thereof, unquoted or double-quoted names of functions or function groups that describe
functions which received the sent message. Names given match all equally named functions/groups.
The button... allows choosing from a list.

Start Time:The text field can take a comma-separated list of non-negative integers and triplets that
describe start time (in ticks) of the message that make the operation pass the filter. The.button
allows to enter/edit the time in ticks or seconds (default depending on the View’s current time unit).

End Time:Analogous to Start Time.

Duration: The text field can take a comma-separated list of non-negative integers and triplets that
describe the duration (in ticks) of the message that make the operation pass the filter. The.button
allows to enter/edit the duration (shown as a time interval) in ticks or seconds (default depending
on the View’s current time unit).
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Figure 5-2. The filtering dialog box showing the Messages tab
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« Collective Operations

On selecting th€ustonradio button the filter clause tab in the Messages tab is enabled. It has the
following entries:

Communicator:The text field can take a comma-separated list of communicator ids, unquoted
communicator names or communicator names in double quotes that pass the filter. The. button
allows choosing from a list.

Collective OperationThe text field can take a comma-separated list of unquoted or double-quoted
names of collective operations like “MPI_Allreduce” that pass the filter. The butw@fows choos-
ing from a list.

Transferred VolumeThe text field can take a comma-separated list of non-negative integers and
triplets that describe all volumes (in total bytes per operation) that make a collective operation make
pass the filter.

ProcessesThe text field can take a comma-separated list of process ids, process group ids, triplets
thereof, unquoted or double-quoted names of threads, processes or process groups that describe
processes and threads participating in the operation that make the operation pass the filter. Names
given match all equally named processes/groups. The but@iows choosing from a list.

80



Chapter 5. Dialogs

Root: The text field can take a comma-separated list of process ids, process group ids, triplets
thereof, unquoted or double-quoted names of threads, processes or process groups that describe
processes and threads serving as Root in the operation that make the operation pass the filter.
Names given match all equally named processes/groups. The butthows choosing from a list.

Rank of RootThe text field can take a comma-separated list of non-negative integers and triplets
that describe root ranks of the operation that make the operation pass the filter.

Start Time:The text field can take a comma-separated list of non-negative integers and triplets that
describe start time (in ticks) of the operation that make the operation pass the filter. The. button
allows to enter/edit the time in ticks or seconds (default depending on the View’s current time unit).

End Time:Analogous to Start Time.

Duration: The text field can take a comma-separated list of non-negative integers and triplets that
describe the duration (in ticks) of the operation that make the operation pass the filter. The button
... allows to enter/edit the duration (shown as a time interval) in ticks or seconds (default depending
on the View’s current time unit).

5.1.2. Building Filter Expressions Manually

Manual mode allows constructing any filter expression that is valid as described by the expression
grammar inSection 5.1.3

Note that for convenience there are context menu entries that allow to select processes, functions,
communicators and collective operations from a dialog box in the same way as from the point and
click interface and to insert them into the expression at the current cursor position.

The percentage sigginserts single line comments and there are context menu entries to comment
out (or in) selected text blocks.

There is no operator precedence in the Intel Trace Analyzer; the expressions are evaluated from left
to right. However, you can use parentheses if needed.
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Figure 5-3. The Filtering dialog box in manual mode showing its context menu
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5.1.3. The Filter Expression Grammar

The filter expression grammar creates a filter, which a set of funcfiomwfi(ter ), message
(p2pfiter ), and collective operatiorcflifilter ) filters, each defining a filter for its respective

kind of data. These sub-filter specifications are separated#gral come in any order. Each filter
class is specified once, more than once (in which case a Boolean AND is created from all subfilters
for a given class), or not specified at all. An example where three classes of filters are specified is the
expression generated by the graphical interface.

Each filter class specifiefupcfilter , p2pfilter  , orcollfilter ) is followed by an expression

put in parentheses. That expression can consist of any number of predicates that are different for each
filter class and correspond to the entries describegkiction 5.1.1(See a formal description of the
grammar inSection 5.1.3.) These predicates are joined by using Boolean AIRR) @nd OR || )
operators. Boolean expressions are parenthesized as needed. Also, a Booledr) NgEFator in

front of any predicate or parenthesized expression negates the predicate/expression.

A filter class allows defining a special expression for a filter that lets all or no data of that kind pass
through it. For exampleg2pfilter(NONE) filters out all messages, whitallfilter(ALL) lets

all collective operations pass. When the keywo#tls or NONEare used, ensure that it is the only
argument tduncfilter , p2pfilter , or collfilter
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Keyword specification in the filter expression grammar is case-insensitive. Specifying names (for
functions, processes and communicators, amongst others), however, is case-sensitive. Double quotes
are needed for names that consist of several words or do not start with a letter or an underscore
character (for exampléMajor Function Groups" ). Use double quotes for single word names

(for exampleMPI) if necessary. White space (space and tab characters, as well as newlines) is ignored,
unless it is part of a quoted name. If a process/group or function/group name is ambiguous then it is
evaluated as if all matching groups were given.

5.1.3.1. A Formal Description of the Grammar

Here is a formal description of the filter expression grammar:

# The filter itself

FILTER ::= AFILTER
| FILTER # AFILTER

AFILTER := funcfilter ( FUNCFILTARG )
| collfilter ( COLLFILTARG )
| p2pfilter ( P2PFILTARG )

# Specifying functions

FUNCFILTARG := FUNCEXPR
| all
| none

FUNCEXPR ::= FUNCATOM
| FUNCEXPR && FUNCATOM
| FUNCEXPR || FUNCATOM

FUNCATOM := TG
| FG
| STARTTIME
| ( FUNCEXPR )
| ' FUNCATOM

# Specifying messages

P2PFILTARG := P2PEXPR
| all
| none

P2PEXPR ::= P2PATOM
| P2PEXPR && P2PATOM
| P2PEXPR || P2PATOM

P2PATOM := DURATION
| COMM
| TAG
| P2PVOLUME
| TGSENDER
| TGRECEIVER
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| COMMSENDER

| COMMRECEIVER
| TGSRPAIR
| COMMSRPAIR
| TG

| COMMSR

| STARTTIME
| ENDTIME

| SENDER_FG
| RECEIVER_FG
| ( P2PEXPR )
| | P2PATOM

# Specifying collective operations

COLLFILTARG ::= COLLEXPR
| all
| none

COLLEXPR ::= COLLATOM
| COLLEXPR && COLLATOM
| COLLEXPR || COLLATOM

COLLATOM ::= DURATION
| COMM
COLLOPTYPE
COLLVOLUME
TGROOT
COMMROOT
TG
STARTTIME
ENDTIME
| ( COLLEXPR )
| | COLLATOM

# Specifying times

STARTTIME ::= start ( TRIPLETS ; INTEGER )
| start ( TRIPLETS )

ENDTIME ::= end ( TRIPLETS ; INTEGER )
| end ( TRIPLETS )

DURATION ::= duration ( TRIPLETS )
# Specifying TGroups and FGroups

TG == tg ( NAMES )

FG

fg ( NAMES )
SENDER_FG := send_fg ( NAMES )
RECEIVER_FG := recv_fg ( NAMES )

# Specifying collective operation and message properties
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COMM := comm ( TRIPLETS )
TAG := tag ( TRIPLETS )
COLLOPTYPE ::= type ( COLLNAMES )
COLLVOLUME := volume ( TRIPLETS )
P2PVOLUME := volume ( TRIPLETS )
# Specifying root, sender, or receiver, either by a TGroup name
# or by position in the communicator. If the operation has no
# root, then root() is always false.
TGROOT ::= root ( NAMES )
TGSENDER ::= sender ( NAMES )
TGRECEIVER ::= receiver ( NAMES )
# The predicate sr specifies both sender and receiver, separated by a semicolon.
TGSRPAIR := sr ( NAMES ; NAMES )
COMMROOT := root@ ( TRIPLETS )
COMMSENDER ::= sender@ ( TRIPLETS )
COMMRECEIVER ::= receiver@ ( TRIPLETS )
# The predicate sr@ specifies both sender and receiver ranks, separated by a semicolon.
COMMSRPAIR ::= sr@ ( TRIPLETS ; TRIPLETS )
COMMSR := tg@ ( TRIPLETS )
# Names containing fancy characters have to be double-quoted.
# Names map to TGroup and thread names, FGroup and function
# names, or collective operation types, depending on the context.
NAMES := NAME

| TRIPLET

| NAMES , NAME

| NAMES , TRIPLET

COLLNAMES := COLLNAMELIST
| TRIPLETS

COLLNAMELIST := NAME
| COLLNAMELIST , NAME

NAME := [ a-zA-Z][_a-zA-Z0-9.]*
| VPV

# Specifying triplets and numbers

TRIPLETS := TRIPLET
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| TRIPLETS , TRIPLET
TRIPLET := INTEGER
| INTEGER :
| INTEGER : INTEGER
| INTEGER : INTEGER : INTEGER

INTEGER ::= [0-9]+

5.1.3.2. Examples of Advanced Usage of the Grammar

This section includes several examples of manually using the filter expression grammar and how it
provides advanced capabilities in filtering trace data and speeding up the process of selecting exactly
what the user would like to be analyzed.

For the first example, consider a parenthesized structure that can not be built by the point and click
interface as easily (messages sent by process 0 and starting or ending between 70000 and 80000 ticks):

p2pfilter( sender( 0 ) && ( start( 70000:80000 ) || end( 70000:80000 ) ) )

The following example uses the predicate which is not available in the point and click interface,
to efficiently filter out all messages between processes 0 and 1:

p2pfilter( ! sr( 0:1; 0:1 ) )

Finally, consider the following scenario. With the point and click interface, a complicated filter is
specified for a certain filter class with a large number of predicates and Boolean operators (both AND
and OR, the latter added by using thdd New Clauséutton). Now, to negate everything that has
been specified so far (that is, to get exactly the trace data that was previously being filtered out), use
I in front of the whole expression when in the manual mode. For example, the filter below specifies
MPI_Barrier collective operations that last no longer than 2000 ticks, plus all collective operations
with process 0 as the root:

collfilter( type( MPI_Barrier ) && duration( 0:2000 ) || root( 0 ) )
while this filter specifies all the collective operations that do not match the description above:

collfilter( ! ( type( MPI_Barrier ) && duration( 0:2000 ) || root( 0 ) ) )
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5.1.4. Filter Expressions in Comparison Mode

In Comparison mode (seéehapter § the dialog is extended by a label and a combo box that allows
to apply the chosen filter expression to the other trace file shown in the View. Choosing the option
"If expression is valid in other file." will check if the resulting expression is valid in the name space
of the other file and if so then apply the expression as if you had manually typed it in the other file's
filter dialog. Any previous input in the target dialog will be overwritten.

5.2. The Tagging Dialog

For an explanation of the filtering concept refeiSection 8.3The usage of this dialog box is as for
the Filtering dialog box and described$®ction 5.1

The only difference is that the default Filtering dialog box lets all events pass while the default Tagging
dialog box does not tag any event at all.

Figure 5-4. The Tagging Dialog
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5.3. The Process Group Editor

The Process Group Editor is found #dyanced—Process Aggregation. The Process Group
Editor provides two functions. One is to select a process group (or function group in general)
for process aggregation. The other is to create new groups beyond the ones that are provided
by default. Group definitions are stored in the file .itarc in the user's home directory (for an
English Microsoft* Windows* XP* installation this will be something like:\\Documents and
Settings\%username%\.itarc ). Refer toSection 5.10for other ways to save, edit and load
configuration information.

Figure 5-5. The Process Group Editor
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To select a process group for aggregation Seetion 8.%or an explanation of the concept of Ag-
gregation) select the group by using the mouse or the cursor/arrow keys and pregpltHaitton or

the OK button. Note that the dialog box only accepts a single, non-empty process group that contains
each of its functions no more than once.
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Figure 5-6. The Process Group Editor’s context menu
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Right-click an item in the editor to bring up a context menu with several entries.

The entryUndo (Ctrl-Z)allows to revert the last actions (del, cut, move, copy etc.).

The entryNew Groupcreates a new group as a child of the clicked item. The dbéfgteremoves
an item. This entry is disabled for items that originate of the trace file. Only user-created items are
deleted.

The entryRename (F2allows to rename user-created items. The eRingl (Ctrl+F) opens the Find
dialog box (se&ection 5.11andFind Next (F3) searches for the next match if a search was started
before.

The entryMove Item(skllows to move several selected siblings up or down relative to their unse-
lected siblings via a submenu. It is much more convenient to use the keyboard shortcuts shown in the
submenu instead of the menu itself.

The entrySelectopens a submenu that allows conveniently selecting subsets of the tree under the
clicked item. The entries provided distinguish between selecting processes, selecting process groups
or both, and if the selection should include only the direct children or all descendants.
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Another way of editing is to drag a group, a process, or the entire current selection and to drop it into
a target group. This can result in groups that contain the same function twice or more. In the group
hierarchy, such groups are accepted for storage but not for aggregation. Empty groups are deleted
automatically when the dialog box is closed.

5.3.1. Comparison Mode

In comparison mode (séghapter § the dialog is extended by a label and a combo box that allows to
apply the chosen aggregation to the other trace file shown in the View. Basically using the option "If
match found." will try to find a process group of the same name in the other file and choose it.

For many usage scenarios that allows to choose a new aggregation in comparison mode for both trace
files at once.

5.4. The Function Group Editor

The Function Group Editor is accessedAalvanced——Function Aggregation. In most respects

the Function Group Editor works exactly like the Process Group Editorsetion 5.3 It allows

to edit function group definitions and to choose a function group for aggregation in a View. The only
addition is that functions and function groups are assigned colors via the context me®e¢tea

5.5).

When the mouse hovers over the first column of a group entry a tooltip window with the function
group’s name is shown. For a function a two-lined tooltip with the function name and the full name
of the function is shown. The full name (or static path) reflects the original definition of the function
or group as stored in the tracefile.
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Figure 5-7. The Function Group Editor’'s context menu
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To change the color of any of the functions, select@udor option from the context menu shown in
Figure 5-7 A Color dialog box is opened where the preferred color for the given function is selected.
The context menu also has the option of assigning the color of the parent node to all the children,
using theAssign Color to Childremntry. This entry is enabled only if a parent node is selected.

5.4.1. Comparison Mode

In comparison mode (s&ehapter §the dialog is extended by a label and a combo box that allows to
apply the chosen aggregation to the other trace file shown in the View.

Basically using the option "If match found." will try to find a matching function group according to
the matching rules explained Bection 6.1.2and choose it. This works pretty well for predefined
groups. If no match is found the aggregation for the other file remains unchanged.

Using the option "Always (Create matching FGroup)." first tries to find a match. If a match is not
found then a matching function group in the other files name space is created. Beware that the outcome
of this operation will be a function group that will mimic the original group’s hierarchical structure

but it will only contain functions that are present in both trace files. Use this option with great care.
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5.5. The Function Group Color Editor

The Function Group Color Editor is the Function Group Editor Seetion 5.4in a restricted mode

that only allows editing the colors of functions and function groups. The Function Group Color Editor
can only be accessed when choosing to change the function colors in the Event Timelines settings
dialog box (se&ection 4.). The context menu of theunction Group Color Editohas aFind entry

and aFind Nextentry, both of which are explained 8ection 5.3and also &olor entry and aAssign

Color to Childrenentry, which are explained iBection 5.4

Figure 5-8. The Function Group Color Editor
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Wigw: Dron't know pet,
Name | Depth | Childr
-/
-- B4 Functions 1
B[t ajor Function Groups 2
-- B prlication 1
by - M Unda oz P
Find Ctil+F
Find Mext F3
Colar...
Agzign Color to Children
4] | |
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A

5.6. The Details Dialog

This dialog box is available from the context menus of the Event Timeline§seton 4.) and the
Qualitative Timeline (se8ection 4.2
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Figure 5-9. Details on Messages shown in the Qualitative Timeline
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The dialog box shows detailed attributes of the clicked events. Function events, messages and collec-
tive operations are shown in separate tabs. Each tab shows a list of event entries.

If the columnCountshows a value greater than one, the event was createtblgingseveral atomic
events (se&ection 8.). Each entry representing a merged event shows a View, which focuses on the
data that went into this entry using the drill down button shown next to the entry. This is called a
Detail View it is a full blown View without restrictions. In the dialog box below the list is a check box
that allows to filter out the other event categories in the Detail View to be opened. Note that a left click
on reuses an existing Detail View so that the screen is not cluttered so easily. If desired, right-clicking
the drill down button opens a new Detail View.

If source code location information is available for an entry, then a bi8tww sourcappears next

to the entry. This button opens a Source View dialog box &aion 5.7. Note that the source code
location is only available upto a certain time interval. If the time interval is set in such a way that there
is no enter event for a function, then the Details dialog is not aware of the source code location and
consequently there will not beZhow Sourceutton.

When a Details Dialog is opened, it preserves all the settings of its View (aggregations, filters, ticks
vs.seconds) and the event results for which it is opened. Further changes to the View, like a change in
Aggregation, do not affect the dialog contents. When such a change is made to the View, the dialog’s
View label is made bold and an asterisk character ('*') appears in front of it. This is to indicate that
the details shown are not updated to match the View/Chart. When the Chart or the View from which
the Details Dialog originated are closed, the dialog is also closed.

5.6.1. Detailed Attributes of Function Events

- Name:This attribute specifies the name of the selected function. If it represents a Function Group,
then it is prefixed with the Group name.

- Process GroupSpecifies the Process, Function or Group in which the selected event occurred
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- Duration: This indicates the time spent in a given Function/Group. For coarser resolutions (Count
> 1), the value does not reflect the actual time spent in this function but the length of the time
interval over which several function events were merged.

- Start Time:This shows the time when the event entered the Function/Group. For coarser resolutions
(Count> 1) the value represents the start of the time interval over which several function events
where merged.

- End Time:This shows the time when the event left the Function/Group. On coarser resolutions
(Count> 1) the value represents the end of time the interval over which several function events
where merged.

Note: Sometimes a Function starts before and/or ends after the displayed time interval. In
these possible cases, you may see in the Details dialog a '<’ character preceding the numeric
value listed under the column Start Time, and a '>" character preceding the numeric values
listed under the columns End Time and Duration. These numeric values are the boundaries of
the current zoom interval.

- Total #Calls Total #Calls gives the total number of function calls. It contains all calls covered by
the function in the given time interval, including calls to functions other than the function clicked.

Figure 5-10. Details on Functions shown in the Event Timeline
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[¥ Filter Out Meszages and Collective Operations

5.6.2. Detailed Attributes of Message Events

- SenderThe Sender is the Process, Function or Group which sent the message.
« ReceiverProcess, Function or Group which received the message.

- Duration: The duration specifies the time taken by the merged operation. It is the difference be-
tweenSend TimandReceive Time
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Send TimeSpecifies the time when the message was sent. If more than 1 message is represented
(Count> 1), then the firs8end Timef any member in the merge is specified.

Receive TimeThis indicates when the message was completely received. If more that 1 message is
represented (Count 1), then the last Receive Time of any member in the merge is specified.

Volume:The total number of bytes sent with selected message(s).

Rate: This indicates the rate at which the bytes are transferred. It is calculated using
Volume/Duration

Count: This specifies the number of messages that are merged into the selection.

Tag: This attribute specifies the MPI tag of the message. If more than one message is merged
together, then the tag of the first message is shown.

Communicator NameThe name of the MPI communicator on which the message(s) was(were)
sent is specified in this attribute.

Communicator ID:The plain ID of the MPI communicator on which the message(s) was(were)
sent is given by this attribute.

Sending FunctionThe name of the MPI function from which the message(s) was(were) sent is
given in this attribute.

Receiving FunctionThis specifies the name of the MPI function which received the sent mes-
sage(s).

5.6.3. Detailed Attributes of Collective Operation Events

Each possibly merged collective operation has a header entry which describes the collective operation
as a whole. The plus handle gets a detailed list of the same information per Process/Group. The exact
processes or process groups shown depend on the current process aggregation.

Name/ProcessOn the per-operation row this column lists the name of the selected operation
('Mixed’ if different operation types were merged). On per-process rows it shows the name of
the Process/Group.

Duration: Last Time minus First Time
First Time: First time, one of the merged operations was entered.
Last Time:Last time, one of the merged operations was left.

Volume SentNumber of bytes sent. It is the sum of all bytes sent on all merged operations for the
per-process rows. The per-operation row sums up all per-process rows.

Volume ReceivedNumber of bytes received. It is the sum of all bytes received on all merged
operations for the per-process rows. The per-operation row sums up all per-process rows.

Count: Number of collective operations that are merged into the selection.
Root: The root process.

Communicator NameThe name of the MPI communicator on which the collective operation(s)
was(were) executed.

Communicator ID:The plain ID of the MPI communicator on which the collective operation(s)
was(were) executed.
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5.7. Source View Dialog

The Source View dialog box is opened from the Details dialog box &&=tion 5.§ if source code
location information is available in the trace file.

The dialog box consists of a combo box to choose processes, a text browser in the center and a list
box representing the call stack at the bottom.

Figure 5-11. The Source View dialog box
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158 EMDDO
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2ALL MPI_SEND (combuf, ic, MPI_DOUBLE_PR M, neigh_n, 10
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165 IF(ifrst_n < imin ) ifrst_n = ifrst_n+2
166 DO i=ifrst_n,imax,2

167 ic=ic+1
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169 ENDDO
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175 | Southern exchange, line j==jmin

Call stack:

ssonfpardat.fao, line 160
‘homedgbisselifita_s0_gold_b/ictitracing/moseltest/src/Polssondred_black.f30, line 260
/homedgbisselifita_B0_gold_bficttracing/moselitest/sre/Poissonfred_black.fo, line 107

The combo box allows selecting from several processes (functions) if the dialog box was opened for
a collective operation, from two processes if it was opened for a message and it degenerates to a label
if the dialog box was opened for a function event.

The text browser shows a source file. The line corresponding to the current stack level is shown
highlighted in reverse video.

The list at the bottom allows to select from the stack levels that were stored with the source code
location information. Selecting an entry from this list switches the text browser to the file and line
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number matching the stack level.

The default is to search source code files in the current directory and the directory of the current
trace file. If no source files are found, then a file open dialog box is shown to manually specify
the source file to load. The specified path is added to the directory search path. Use thélentry
Default/UserDefines SCLSearchPaiishe configuration dialog box to specify additional directories

to be searched. Refer 8ection 5.10.%or details.

5.8. Time Interval Selection

When opened fronviews Menu—Navigate—Goto (G), this dialog box allows entering a new
time interval for the whole View. This interval is pushed onto the zoom stackSeeton 3.3.1and
the View is updated accordingly.

When opened from the filter dialog boxes (S=xtion 5.landSection 5.2, this dialog box enters or
edits a time interval or duration in a filter expression.

The time interval is specified in ticks or seconds. The interval is entered either by giving the start and
stop or by giving the center and width. Entering a value that is greater than the maximum value of the
trace file’s time interval is possible; this value is automatically reduced to the maximum tralkae (

of the trace).

Figure 5-12. Selecting a time interval
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5.9. The New View Dialog

This dialog box appears whafiews Menu—View—New View is chosen and allows specifying
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which charts are made visible in the new View.
Figure 5-13. The New View dialog box
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5.10. The Configuration Dialogs

These dialog boxes enable manipulating the configuration that is usually stored in therfile
in the user's home directory upon program exit. The configuration consists of the global information
found under the optioRile Defaultand the per file information found under the respective file name.

The global information consists of the recent file list and the list of search paths that find the source
code files. The latter is stored in the optiBile Default/UserDefines SCLSearchPa#ml contains a

list of directories, separated by semi-colonk (These directories are searched in the given order for
source code files to be shown in the Source View dialog box$seton 5.7.

The per file information holds all user-defined process groups, function groups and function group
colors.

5.10.1. The Edit Configuration Dialog

This dialog box allows editing the configuration; for example, by changing values or removing entries
from the configuration.

This dialog box together with the Load Configuration dialog box allows to store per trace file settings
together with the trace file so that definitions of process groups and function groups are shared in a
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work group.

The entries are shown with check box like handles that are all checked by default. Unchecking entries
removes them from the current configuration when the builiris pressed. To edit a value double
click on the respective entry.

Group definitions and color assignments are dragged and dropped from one trace file branch to another
or even onto the brandfile Defaultto make them available for each new trace file. The dialog box
allows dragging and dropping every child node in the configuration tree, and thus the configuration
is easily manipulated in a way that leads to surprising results. In such cases, start it again with a
well-known configuration.

Generally, it is best to avoid moving options whose values are files or lists of files. For example, a
cache file usually corresponds to a particular trace file, and hence, mouisgyBefines Cachefite

another trace file or the default section would not make sense, unless the intent is to reuse that cache
file with a different trace. On the other hand, color definitions can typically be dragged and dropped
from trace to trace or to default (the latter would define that color for all trace files, unless they provide
their own definition). Moving group definitions, however, requires more attention, since group ids in
one trace might not make sense in another. Examination and possible value editing can solve such
issues.

Figure 5-14. The Edit Configuration Dialog

I Edit Configuration 2lx

Option | 1
B B File "Defaul”

i File: " fhammertraces vtallpairc. stf*

File "C:/Documents and 5 ettings/ssreskum/Desktop/lta-l 432 /examples/traces /poizzon_sendrecy. single. st
File: "a#: hammerdtraces/Poisson. st

File "P:/mozelfitatp/exsamples/poisson_sendrecy. single. stf"

File " fhammertracesvhacobic. single. stf"'
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5.10.2. The Load Configuration Dialog

This dialog box allows to read configuration data from files into the program. The information to be
loaded is chosen on a file per file basis. Directly saving a configuration in the Intel Trace Analyzer is
not possible. To save portions of the .itarc, use a text editor and save in the usual manner.

The check boMerge with the current configuraticedlows choosing if the eventually present config-
uration in memory for chosen files should be replaced by or merged with the configuration from the
selected file.
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5.11. The Find Dialog

TheFind dialog box searches for a process/function. This dialog box is found in the context menu of
the Function Profile and in the context menus of the Function Group Editors and the Process Group
Editors.

Figure 5-15. The Find dialog

Il Find Dialog

Fitd Sl

Searching is made case-sensitive using the given check box irirtdeDialog box. A pull-down
menu provides the option of searchinggme by All Columnsor by Dynamic Path

The Find dialog box provides a few options with regard to the type of expression that optimize the
search process. These are:

« Contains (RegExp)

This entry searches for a phrase that contains a regular expression. A regular expression (RegExp)
provides a way to find patterns within text. Regular expressions are built up from expressions, quan-
tifiers and assertions. The simplest form of an expression is a character, like x or 5. An expression
can also be a set of characters. For example, [ABCD] would matchan Aora B ora C ora D. More
on the valid regular expressions is found at http://doc.trolltech.com/3.3/gregexp.html#details.

« Exact Match

This entry searches for the exact match of a given character or set of strings.

« Wild Cards (Intel Trace Collector)
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This option defines a search for any function that matches the given pattern. Syntax and semantics
are the same as in the regular expressions used in the Intel Trace Collector.

The wild card characters in use are *, **, ? and []. These match any number of characters except
for the colon(:). Pattern matching is case-insensitive.

The state or function name that the pattern is applied to consists of a class nhame and the symbol
name, separated by a colon. The colon is special and is not matched by the * or ? wildcard. To
match it use **. Examples of valid Wild Card patterns are:

MPI:* (all MPI functions)
***send* (any function that contains “send” inside any class)

MPI:*send* (only send functions in MPI)

5.12. Font Settings

To change the fonts in any part of the Intel Trace Analyzer, select the Fonts Dialog bojfaom
Menu— Style—Set Fonts. In theFonts dialog boxyou can change the fonts of the labels, legends
or headers in the different Charts, for instance. Do this by clicking orCtiengebutton. Another
dialog box appears where the size, style and font can be changed.
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Figure 5-16. Font Settings
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5.13. Number Formatting Settings

Use Number Formatting Setting® change the way numerical values of different units are repre-
sented. This dialog allows you to change the number of digits shown and the format in which the
numerical value is shown for each unit. The number of digits is either interpreted as digits after the
decimal point or as the number of valid (non zero) digits. The exact interpretation is dependent on the
fact if the chosen format bases on the plain printf-format %f or %g.
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Figure 5-17. Number Formatting Settings
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At the bottom of theNumber Formatting Settingdialog box, there is a check box that controls re-
painting. In the checked state, it ensures that all open Views are repainted upon Apply or OK to take
on the new values. Unchecked, the changes in the format will only be visible with the next update.
All values can be restored to their default by using Erefault All button or by using the individual
Defaultbuttons for each number type.
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The simplest way to compare two trace files or two time intervals from the same trace file is to
open two Views and to look at them next to each other. While this provides a rough overview, a
Comparison View allows to calculate the exact differences and speedups between two runs or between
two ranges of the same run. To open a Comparison View for two files, open the files and ¢leose
Menu—View— Compare in one of the Views.

Choose the other View from the dialog that appears. Notice that the dialog provides the opportunity
to open another file.

Figure 6-1. A comparison View
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Figure 6-1shows a comparison View. The two labels right below the View’s menu bar indicate which
trace files are shown in the Comparison View. These files are denoted as file A and B in the entire
Comparison View.

If you move the mouse pointer into the View’s status bar you will notice that it now consists of two
lines: one for file A and another for file B. The labels and controls for file B are shaded as are the
charts that refer to file B only. Note that the comparison View inherits the time interval, aggregation
and filter settings from the normal Views that are chosen to create the comparison View from.

It is perfectly valid to create a comparison View from two regular Views showing the same file. This
allows to compare either different time intervals or different subsets of processes.
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When creating a comparison View, three Charts open by default: an Event Timeline each for A and B
and a Comparison Function Profile.

The rules that a View imposes on its Charts, namely that it enforces the same time interval, aggregation
and filters on the Charts are extended for Comparison Views. The Comparison View holds two sets of
time interval, aggregation and filters, one for each file.

All Charts that were described @hapter 4sofar can only show data from a single trace file. This
will stay the same and they will be tied exactly to one set of the constraints. If you chese
Menu—Charts—Qualitative Timeline in a comparison View then actually two timelines will
appeatr, one for each file.

Until now a Comparison View does not provide a really striking advantage over just having two
regular Views side by side. Additional benefit comes in when you open one of the now available
Comparison Charts. The Charts menu of a Comparison Chart contains new comparing variants of the
profiles that will calculate differences and speedups between the two runs. These new Chart variants
are explained irsection 6.2In a nutshell they provide the same displays as the usual profiles but they
can calculate values for A-B, B-A, A/B and B/A.

An additional menu entryiew Menu—Comparison provides some control over the Comparison
View'’s behavior.

Figure 6-2. Comparison Menu

same Time Scaling
Couple Mavigation Keys
Couple Mouse Zoom

View Menu— Comparison—Same Time Scaling is switched off per default. Selecting this
option causes all timelines to use the same scaling. For example, when you look at 2 seconds of file
A and 4 seconds of file B the timelines for A are shortened so that they occupy half the width of the
timelines for B to allow for easier visual comparison.

If however the time intervals for A and B differ by more than a factor of hundred, this setting is
ignored and the timelines are aligned as usually to avoid numeric exceptions and distorted diagrams.

View Menu— Comparison— Couple Navigation Keys is switched off per default. This switch
controls the behavior of the navigation keys in comparison mode. When switched off, the result of
pressing a navigation key such as the right arrow depends on the Chart that currently has the focus. If
the Chart belongs for example to file A then the time interval for A will change. If this switch is on
then all navigation keys will have an effect on both of the zoom stacks (refeedtion 3.3.L

View Menu—Comparison—Couple Mouse Zoom is switched off per default. If switched on
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zooming with the mouse in a timeline that belongs to file A will zoom to a corresponding time interval
in file B and vice versa.

6.1. Mappings in Comparison Views

The proverbial error in doing any comparison is to compare apples and oranges. When comparing
two program runs this could be to compare the time that a process A.P0O spent in a function in run A
to the time of another process B.PO in run B with or without caring for the fact that B.PO did only half
of the work because run B used twice as much processes.

It is quite easy to see that depending on the domain decomposition or load balancing that is done
in the application the meaningful mapping between the processes of two runs can not be determined
automatically. There might be even no such mapping: imagine to compare a run that did a domain
decomposition of a cube into 8 processes 2x2x2 with a run that used a 3x3x3 decomposition.

But functions and function groups can be mapped between the runs just by their fully qualified name.
This works as long as the structure of modules, namespaces and classes is not changed dramatically.

It is next to impossible to even enumerate all combinations of parameters that might have changed
between two runs. To foresee all these cases in terms of a automatically adapting GUI does not look
promising.

Based on these considerations the mappings of processes, functions, communicators and message tags
between the runs are handled differently:

Communicators are mapped by their Ids. Message tags are mapped literally by their value.

The mapping of processes and process groups is controlled by choosing the process aggregations for
both files as outlined iSection 6.1.1

The mapping between functions and function groups is handled automatically as outlBection
6.1.2

6.1.1. Mapping of Processes

Assume that run A had A.P0O, A.P1 and run B had B.PO, B.P1, B.P2, B.P3 and assume that A.PO did
the same work as B.PO and B.P1 and A.P1 did the same work as B.P2 and B.P3. To get a Compari-
son Message Profile that is meaningful under these assumptions choose the aggregation as shown in
Figure 6-3andFigure 6-4 Here for the run B a process aggregations into two halves was chosen.
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Figure 6-3. Creating a suitable process group for the comparison between a 2 and a 4 processor
run in the Process Group Editor.

Wiew: 4. Ihome/gbisselifsre/ mpitutorialfresults_knscs|010-knscsl017_ch_pd

Mame | Deptn | children |[1d
m-/
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e-All_FProcesses 1 42147342401
@ Lower Half 1 24294967277
FO 0 0 4
P 0 0 1
= Upper Half 1 24294967278
P2 0 0 2
P3 0 0 3

OK | Cancel Apply

Figure 6-4. Comparing run A with 2 processes to run B with 4 processes
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A Thomef gbisselifsref mpitutorialfresults_knscsld10-knsesl017_ch_pdimpiapple 1.0.np2 stf
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k¥
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FQ F1 3:.-31
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G Lower Half 2.55
2.36
Pl Z.17
G Upper Half 1.98
1.79
1.6
0.000 000, 2.058 833: 2.058 933 All_Processes Wajor Function Groups ~ Tag Filter
58c,
0.000 000, 1.026 204: 1.026 204 Two Halfes Wajor Function Groups ~ Tag Filter

The message profile shows the quotient B/A of the average transfer rate. The rule that the Comparison
Message Profile (and infact the whole Comparison View) uses to map the senders and receivers of
the two runs onto each other is quite simple: child numhdrrun A's process aggregation is always
compared with (mapped to) child numbesf run B’s process aggregation.
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6.1.2. Mapping of Functions

Functions of the two files A and B are mapped onto each other by their fully qualified name. This name
contains not only the mere function name, but a hierarchical name that is constructed by the Intel®
Trace Collector using any information about modules, nhame spaces and classes that was available at
trace time.

For example the fully qualified name ®fPI_Allreduce  will be MPI:MPI_Allreduce because

Intel Trace Collector puts all MPI functions into the group MPI. Function groups that were defined by
the user in ITA have no influence on these full function names. The function group editor described
in Section 5.4hows the fully qualified name of a function in a small tooltip window when the mouse
hovers long enough over an entry.

The mapping of function groups is a little more subtle. For function groups that are within the hierar-
chy of the automatically created function group “Major Function Groups” in file A it is tried to find a
matching group in B with the same name and nesting level in the corresponding hierarchy in B.

For automatically generated groups this works quite good. For example MPI is always mapped to MPI
even if the groups differ because the two program runs did use a different subset of MPI calls. The
same is true for groups that were created by instrumentation using the API provided by Intel Trace
Collector.

When you create new function groups either by using the Function Group Editor or the ubiquitous
context menu entries to ungroup existing function groups for one file then there will be created match-
ing groups for the other file. You can find these read only groups under the header “Generated Groups”
in the Function Group Editor.

6.2. Comparison Charts

6.2.1. The Comparison Function Profile

The Comparison Function Profile is very similar to the regular Function Profile. It does not have the
pie diagrams in th&oad Balancdab and naCall Graphtab at all.
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Figure 6-5. A Comparison Function Profile Chart

Flat Profile |Load Balance | Call Tree |

Group All_Frocesses il

B/A |Tself  [TSelf /  [TTom [#Cals  [TSelf/cal

® Group All_Processes
—MFI_Errhandler_get 1.181 '] 1.181 1.000 1.181

It time 1.026 1 .

+User_Code 1.019 0.977 1.000 1.019
—MFI_Emrhandler_set 1.009 | 1.009 1.000 1.009
+MPI_Bcast 1.000 | 1.000 1.000 1.000
+MPI_Finalize 0.978 | 0.978 1.000 0973
~MFI_Comm_rank 0.953 | 0.953 1.000 0.953
—MPI_Comm_size 0.950 | 0.950 1.000 0.650
+MPI_Errhandler_free 0.945 | 0.945 1.000 0.945
~MFI_Erhandler_create 0.903 1 0.903 1.000 0.908
= MPI_Alreduce 0.490 0.490 1.000 0480
—MPI_Sendrecy; B unmapped A only A only A only A only
=A unmapped; MPI_Recy B only B only B only B only
A unmapped; MPI_Waitall B only B only B only B only
= A unmapped; MPI_Isend B only B only B only B only

The column headers are the same as in the regular Function Profile with the exception of the first col-
umn. In the Comparison Function Profile this column header is used to display the currently selected
comparison operation. This operation can be selected from the context menu (see below).

Wherever the regular Function Profile shows the name of a function, function group, process, or
process group the Comparison Function Profile shows either a pair of mapped names formatted as
“NameA; NameB” if the names are different, “A unmapped; NameB” or vice versa if there is no
mapping for one file or just as “Name” if the names are equal for both files.

Figure 6-5shows a case whelPI_Sendrecv in A was replaced byPI_lsend , MPI_Recv and
MPI_Waitall  in B. Note that the first column of the profile flags which functions are present in
which trace. The other columns indicate for which of the traces there was valid data. When there is
only valid data from one file, no meaningful comparison can be done.

Even for a function “F” that is present in both traces the currently selected time intervals (or aggre-
gations, or filters) can have the effect that there is no data from one of the traces. In this case the first
column would carry the label “F” since the mapping is ok but the other columns would have “A only”

or “B only” respectively.
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Figure 6-6. Undefined fields in the profile due to the chosen aggregations.
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0.000 000, 1485 727: 1485727 All_Processes All Functions Tag Filter
sec.
0.000 000, 1475 790: 1475 790 All_Processes Major Function Groups Tag Filter

If you choose “Major Function Groups” and “All Functions” for the function aggregation in both runs
then all fields will show remarks indicating that no comparison could be made because of lacking
data - at least as long as the current comparison operation needs data from A and B. If you switch to
a comparison operation &f or B then the respective fields will show values even when the function
aggregations do not fiEigure 6-6shows such a case: there is data for run A and B but in the rightmost
profile there is nothing to calculate the comparison operation B/A on.

The horizontal bars in the graphical columns work similar to the regular Function Profile except when
the comparison operation is setAéB or B/A. In this case the length of the bars is proportional to the
logarithm of the given value. A value of for example 1/5 results in a bar from the middle to the left,
while a value of 5 results in a bar of the same length but from the middle to the right. So switching
betweenA/B andB/A will mirror the bars around the middle. Please note that the full column width
shows at least the range from 1/2 to 2 so that factors near to 1 do not generate big bars that would
invite to misinterpret them as very big changes between the two runs.

The context menu of the Comparison Function Profile is pretty much the same as the one found in
the regular Function Profile (refer ®ection 4.5.5.Pwith the addition of a submenu to choose the
comparison operation. See below.

The settings dialog of the Comparison Function Profile is the same as the one for the regular Function
Profile (refer toSection 4.5.5 Jlwith an additional tab that allows to switch the comparison operation.

Figure 6-7. The Comparison Function Profile’s context menu with the available comparison
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operations
Flat Profile | Load Balance |
Group All_Frocesses jl
BIA Y |TSelf | TSl [TTotal [#Cals | TSelf/cal
® Group All_Processes
Group MPI 0.976 | 0.976 2182 0.451
Group Application 1.018 ] 0877 1.000 1.019
Comparlson Operation - f plain A only
Export (Flat) Cata plain B anly
Find A minus B
Chart ~ B minus A
Comparison Function Profile Settings... A divided by B
Close Chart Ciri+Shift+k » B divided by A

6.2.2. The Comparison Message Profile

The Comparison Message Profile is very similar to the regular Message PFafilee 6-8shows a
Comparison Message Profile with poisson_sendrecv.single.stf as run A and poisson_icomm.single.stf
as run B.

Figure 6-8. The Comparison Message Profile

WView Charts Navigate Advanced Layout Comparison

A ftmpdmpiapple1.0.np2 stf
B: /tmp/mpiapple 1.0.npd stf

0.0 = 0.4 = 0.8 = 1.2 = 1.6 = 2.0 5
0.2 = 0.6 = 1.0 = 1.4 s 1.8 =

Fo

F1

0.

G knseslO10.kn.intel.cormgg
G knscsld11.kn.intel.co

G knscsld 12 kn.ntel.co

G knsesld13.kn.intel.co

=
| |
e Total Time B/A [1] (Sender by Receiver)
2P0 AP [ 0.312
B:G knscsl010.ikn.intel.com B:G knscsl011.ikn.intel.com | 0.304
AP0
B:G knscsl0] Dkn.intel.com 0.296
] 0.266
E:G knscsl0l1ikn.intel.com 0.280
A:missing B 0.272
B:G knscsl0l2.ikn.intel.com 0.264
A:missing
E:G knscsl0l 3.ikn.intel.com B Do 255
Sum 0.562 0.000] |4 L-248
= ] = 0.240
0.000 000, 2,058 933: 2.058 933 All_Frocesses Major Function Groups Tag Filter
seC.
0.000 000, 1.026 204: 1.026 204 All_Modes Major Function Groups Tag Filter
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The values shown in the cells are calculated using the currently selected comparison operation shown
in the title of the Chart. The comparison operation can be switched from the context menu or from
the settings dialog. If the comparison operation makes use of A and B and only one of the values is
present for a given cell, then this cell is labeled with “A” or “B” indicating for which trace data is
present. If there is no data at all the cell is left empty.

Some groupings are dependent on the mapping rules in that they either use processes, process groups
or communicators as row or column labels. If differing labels are mapped onto the same column or
row then the label is made up of two lines with the first line holding the label for file A and the second

for file B. This can happen for the groupings Sender, Receiver, Sender/Receiver and Communicator.
In Figure 6-8the process aggregation is “All_Processes” for one file and “All_Nodes” for the other
which results in double line labels in the profile.

There can be cases where a whole row or column does not apply to one of the traces. In these cases
the double line label holds “A missing” or “B missing”. This can happen for the groupings Sender,
Receiver and Sender/Receiver that may have unmappable TGroups in the labels or for groupings like
Tag, Communicator or Volume that directly depend on the data that is present in the trace. The Settings
Dialog box of the Comparison Message Profile has means to suppress such rows and columns, but
they are shown by default.

The Context Menu of the Comparison Message Profile is pretty much the same as in the normal
Message Profile (refer t8ection 4.6.3with the difference that it has an additional en@gmparison
Operation where the type of comparison can be selected from a submenu.

The Settings Dialog box of the Comparison Message Profile is pretty much the same as for the normal
Message Profile (refer t8ection 4.6.2In the Preferences tab there are two additional check boxes to
suppress rows or columns that only apply to one trace and the Data tab has an additional combo box
to choose the comparison operation.

Figure 6-9. Available Comparison Operations
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6.2.3. The Comparison Collective Operations Profile

The Comparison Collective Operations Profile is very similar to the regular Collective Operations
Profile. The values shown in the cells are calculated using the currently selected comparison operation
shown in the title of the Chart. The comparison operation can be switched from the context menu or

from the settings dialog.

Regarding missing values and unmappable column or row labels the Comparison Collective Opera-
tions Profile behaves identically to the Comparison Message Profile (re$ectwon 6.2.2

Figure 6-10. The Comparison Collective Operations Profile
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The Context Menu of the Comparison Collective Operations Profile is pretty much the same as in the
normal Collective Operations Profile (refer $&ction 4.7.3 with the difference that it has an addi-
tional entry,Comparison Operationwhere the type of comparison can be selected from a submenu.

The Settings Dialog box of the Comparison Collective Operations Profile is pretty much the same as
for the normal Collective Operations Profile (referSection 4.7.2In the Preferences tab there are

two additional check boxes to suppress rows or columns that only apply to one trace and the Data tab
has an additional combo box to choose the comparison operation.
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The Command Line Interface to Trace Analyzer allows you to process tracefiles without an GUI. It
can be used for automated computation of profiling data or to generate a pre-computed trace caches
for trace files.

As an example, to create the cache thace.stf with default resolution you can use the CLI as
follows:

traceanalyzer --cli trace.stf -cO -w

A batch file to pre-compute caches might look like this:

traceanalyzer --cli poisson_icomm.single.stf -cO -w
traceanalyzer --cli poisson_sendrecv.single.stf -cO -w
traceanalyzer --cli vtcounterscopec.single.stf -cO -w

To use the CLI it is mandatory to givecli  as the first argument to switch off the graphical user
interface followed by a trace file name and any other CLI options. Please note that the the CLI is
considered for expert use and subject to change with any version without notice.

The command line interface provides the following options:

--messageprofile perform message profile analysis
--collopprofile perform collective operation profile analysis
--functionprofile perform function profile analysis

--starttime=TICKS or -sTICKS

starting time of the analysis
--endtime=TICKS or -eTICKS

ending time of the analysis

--tgroup=ID or -tID use this thread aggregation

--fgroup=ID or -fID use this function aggregation

--dump=FILE or -oFILE the file where to store the analysis results

--readstats or -S request statistics, if available, instead of trace
data

--readcache[=FILE] or -r[FILE]
read the trace cache from the specified (if provided)
or default file
--writecache[=FILE] or -w[FILE]
if a trace cache has been built, write it to the
specified (if provided) or default file
--buildcache=RESOLUTION or -cRESOLUTION
build a trace cache with the specified resolution,
the resolution is given in clock ticks, higher
values result in smaller (coarser) cache files,
0 (zero) will use the default resolution
--filter=FILTER or -FFILTER
the filter to use for the analysis, specified as a
filter grammar string
--messagefirst=GROUPING the first grouping in the message profile analysis
result (first dimension of matrix)
--messagesecond=GROUPING the second grouping in the message profile analysis
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result (second dimension of matrix)
--collopfirst=GROUPING the first grouping in the collective operation

profile analysis result (first dimension of matrix)
--collopsecond=GROUPING  the second grouping in the collective operation

profile analysis result (second dimension of matrix)
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This Chapter contains explanations of some abstract concepts of Intel® Trace Analyzer.

8.1. Level of Detall

Tracing all available events over time can generate billions of events even for a moderate program
runtime of a few minutes and a handful of CPUs. The sheer amount of data is a challenge for any
analysis tool that has to cope with this data. This is even worse as in most cases the analysis tool cannot
make use of the same system resources as the parallel computer on which the trace was generated.

An aspect of this problem arises when generating graphical diagrams of the event data. Obviously,
it is next to impossible to graphically display all the data. Firstly, it would take ages to do that.
Secondly, it would depend on round-off errors in the scaling and on the order of the data traversal
which events would actually make it to the screen without being erased by others. So it is clear that
only representatives of the actual events are shown.

A valid choice would be to paint only every 100th or 1000th event and to hope that the resulting
diagram gives a valid impression of the data. But this approach has its problems, because the pattern
selects the representatives can interfere with the patterns in the underlying data.

Intel Trace Analyzer useslzevel of Detailconcept to solve this problem. The Event Timeline Chart

(as the other timelines) calculates a hint for the analysis that describes a time span that can reasonably
be painted and selected with the mouse. This hint is c&tlesblution The resolution requested by

the timeline takes into account the currently available screen space and the length of the current time
interval. Hence a higher screen resolution or a wider timeline results in more data being displayed for
the same time interval.

The Intel Trace Analyzer then tries to find a near match for the requested resolution. The exact reso-
lution depends on internals, which will not be discussed here.

The Intel Trace Analyzer divides the requested time intervalshdtsof length resolution. After that,
representatives for the function events, the messages and the collectives in these slots are chosen in a
deterministic way. If a functions spans more than the given resolution it results in a larger slot.

The representatives for function events are chosen as follows: for each slot and each process (or thread
group respectively) there is only a single function event representing the function where the thread or
group spent most of its time.

The representatives for messages are chosen as follows: for each tuple (sender, receiver, sender slot,
receiver slot) only one message is generated that carries averaged attributes. These attributes are
averaged over all messages matching the tuple.
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The representatives for collective operations are chosen as follows: for each tuple (communicator, first
slot) one collective operation is generated. So it can happen that an operation of type MPI_Gather is
merged with an operation of type MPI_Bcast resulting in a merged operation with no particular type
at all (mixed).

To prevent misconceptions, emphasis is given to the fact that the merging of events only applies to the
timelines and not to the profiles. The profiles always show sums, minima, maxima or averages over
the complete set of events. The calculation of these results does obviously not depend on the screen
resolution.

8.2. Aggregation

Aggregationreduces the amount of data by aggregating events into thread groups and into function
groups.

8.2.1. Thread Aggregation

A striking example for the benefit of thread groups is a parallel code that runs on a cluster of SMP
systems. In fact this scenario was the inspiration to introduce this concept. To analyze the behavior
of such an application, the data transfer rate is verified to check if the reached rate is plausible with
respect to the data rates that are expected (maybe a fraction of the data rates advertised). Of course the
effective and expected data transfer rates differ for messages that travel inside an SMP node (intra-
node) and between two SMP nodes (inter-node).

In Intel Trace Analyzer selecting Aggregation into the predefined process gtbiiodess enough
to make the distinction between intra-node and inter-node messages very easy: in the Message Profile
the values for the intra-node messages appear on the diagonal of the matrix.

Note that selecting a process group generally results in displaying the information for the group’s
children (with the notable exception of the function profile). That is the reason why single, unthreaded
processes or single threads cannot be selected for aggregation.

Until now, there was only a hierarchy with two levels, but more complicated hierarchies are useful
too: threads living on the same core (due to Hyper Threading), threads living on different cores in the
same CPU, threads living on the same FSB in different CPUSs, threads living in the same SMP box on
different FSBs, threads living in different boxes connected by a faster interconnect, threads living in
SMP boxes connected by a not so fast interconnect and so on. These considerations suggest allowing
for deeply nested thread groups.

If the thread group representing a single node is selected to concentrate on intra-node effects then the
analysis might appear to be not faster but slower than using the threadAjroBpcessealone. Why

is that? The reason is twofold. First the Intel Trace Analyzer does not have to do any aggregation for
the thread groupll_Processesince it is flat (assuming no threads are used). Second, despite the fact
that only a single SMP node is chosen, all other threads go through the analysis and are thrown into
the artificially created thread growpther. Click onViews Menu— Advanced— Show Process
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Group 'Other’ to make this group visible. To speed things up, choose a filter that only lets the threads
of the selected SMP node pass. Note: Filtering and Aggregation are orthogonal mechanisms in Intel
Trace Analyzer.

8.2.2. Function Aggregation

Aggregation into function groups allows to decide on what level of detail to look at the threads or
thread groups activity. In many cases it might be enough to see that a code spends some percent of its
time in MPI without knowing in which particular function. (In some cases optimizing the serial parts

of the program might seem more rewarding than optimizing the communication structure).

However, if the fraction spent in MPI exceeds the expectation, then it is interesting to know in which
particular MPI call the time was spent. Function grouping allows exactly this shift in perspective by
ungrouping the function group MPI.

While the argumentation given iSection 8.2.1for having nested thread groups may not be that
compelling, the reason for having nested function groups comes quite clear as soon as there occur
nested modules, classes and/or name spaces. This gets clearer if the binary instrumentation feature of
Intel Trace Collector is used as the result is thousands of functions instrumented.

Provided that there are adequate function groups, it is also much easier to categorize code by library
or by author. In this way, it is possible to concentrate on precisely the code that is considered tunable
while code that is controlled by third parties is aggregated into coarse categories.

Note that selecting a function group generally results in displaying the information for the groups’
children. That is the reason why single functions cannot be selected for aggregation.

In the case of timelines, certain events may not be visible at all times. This does not necessarily
mean that they are not there. The reason behind this is that the finer your grouping is, the less time is
spent in each individual function/group. On aggregating over processes in a time interval where some
processes are idle, nothing is displayed because of the idle state of the processes. Zooming in helps to
see these events better. For a better overview, check one of the corresponding profiles. If the timeline
and the profile seem to contradict, then the information from the profile is more precise.

8.3. Tagging and Filtering

Both concepts use the same filter grammar in their filter expression&estien 5.landSection 5.2
for usage hints.

Conceptually there is a different filter for each class of events: function events, messages and collec-
tive operations. During analysis the right filter expression is evaluated for each event and the event is
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tagged or passed on, if the expression is true while it is left untagged or suppressed, if the expression
is false.

The behavior of afilter is determined at the time of its creation. A filter will continue filtering the same
way until it is changed, even if the thread groups or function groups that it references are changed.
Events will be treated as belonging to these groups based on the state of the groups at the time the
filter was first created.

8.3.1. Tagging

If several events are merged as describe8ldntion 8.1then the merged event is tagged if at least one
of the singular events is tagged.

Therefore tagging in particular together with the Qualitative Timeline Charteetion 4.2is a very
powerful tool to find events matching a certain criterion. This is because only if a single event out of
billions matches the criteria of the tag filter, then it is guaranteed that there will be a highlighted peak
in the Qualitative Timeline Chart that indicates where to zoom into the trace.

8.3.2. Filtering

If an event is suppressed by filtering then the effect is as if it were never written to the trace file. This
is relatively easy to understand for messages and collective operations.

However, if a filter is designed that lets all functions except MPI pass, then there won't be holes in
the Event Timeline, instead it will look as if MPIl was not called. This means that it will look as if the
thread was in the calling function instead of being in MPI. The same is true for the call tree and the
call graph.

What happens if there are functions A, B and C in the trace where A calls B and B calls C and then
suppress B by filtering it out? It would appear as if A had called C directly! This is quite different
from choosing a function aggregation that does not cover B, because that will show the function group
otherwherever B was shown before. Again: Filtering and Aggregation are orthogonal.
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