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1 Introduction
-]

1.1 Document Overview

This document outlines the procedures for deploying a new Dual-Core Intel® Xeon® processor-based
server (or workstation) with Red Hat" Enterprise Linux" 4 Update 2.

The process of properly integrating a new server (or workstation) system typically requires access to
several source documents, each containing pertinent information. The purpose of this document is to
extract the essential information needed from the various sources and place it into one comprehensive
document.

See the References section of this document for the complete list of source documents used.

In addition this document will provide any useful “tips and tricks” that may have been discovered during
the development of this system.

1.2 Target Audience

® Intel Channel program members who currently integrate Intel® Server Products or are new to server
platforms

® System integrators who deploy the new Dual-Core Intel® Xeon® processor-based servers (or
workstations)

1.3 Document Objective

Our intent is to better enable system integrators in meeting the competitive challenges they face in the
server market and to keep program members up-to-date on emerging server technologies. By following
the steps outlined in this document you will be able to deploy a stable new Dual-Core Intel® Xeon®
processor-based server (or workstation) using Intel components running Red Hat® Enterprise Linux" 4
Update 2 in a timely and effective manner.
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2 Platform Overview

The new platform consists of the Dual-Core Intel® Xeon® processor 5000 sequence, Intel® 5000P or
Intel® 5000V or Intel® 5000X Memory Control Hub, and the Intel® 6311ESB or 6312ESB I/O Controller
Hub. The new Dual-Core Intel® Xeon® processor-based server enhances platform performance,
bandwidth, flexibility, and I/O integration. Intel’s innovation around the new platform is a leap ahead of
our prior generation servers and offers the best business server platform for IT available in the
marketplace.

® |Lower Power 64-bit Dual-Core Processors
® Intel® Core™ Micro-Architecture

® Hardware assisted Intel® Virtualization Technology (VT)

New dual independent point-to-point bus

Fully Buffered DDR2 DIMM Memory (FBDIMM)

Intel® I/O Acceleration Technology (optional)
Embedded RAID technology (optional)

Quad-Core support

Intel® EM64T 64 bit computing (standard since 2004)
PCI Express” (standard since 2004)

Intel® Execute Disable Bit (XD-bit) (since 2005)
® Intel® Software Optimization Tools (optional)

® Intel® Power Efficiency Tools (optional)

New Dual Independent Point-to-Point Bus

» To balance the higher throughput requirements from dual core CPUs, Intel comes up with the new
front side bus architecture — DIB (Dual Independent bus). This new point to point bus enables faster
FSB speeds (1066 MHZ and 1333 MHZ), much higher throughput (17-21GB/s transfer rate) and
better performance.

Power Efficient Micro Architecture

> Power-efficient Intel® Xeon® processor-based servers feature Intel® Core™ Micro-Architecture,
software and management tools to help you maximize performance density while providing
tremendous improvements in performance, utilization and reliability

> Improve Total Cost of Ownership (TCO) and server density with 80W Dual-Core Intel® Xeon®
processor 5100 series based servers that deliver up to 2x the performance of yesterday’s servers
with up to 3x the power efficiency

Intel® Virtualization Technology

> Intel® Virtualization Technology is part of a collection of premier Intel designed and manufactured
silicon technologies that deliver new and improved computing benefits for home, business users,
and IT managers. Virtualization enhanced by Intel® Virtualization Technology will allow a platform to
run multiple operating systems and applications in independent partitions. With virtualization, one
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computer system can function as multiple ‘virtual’ systems. With processor and I/O enhancements
to Intel’s various platforms, Intel® Virtualization Technology can improve the performance and
robustness of today’s software-only virtual machine solutions.

Intel® Active Server Manager

>

Intel® Active Server Manager (ASM) delivers the best combination of integrated management
hardware, software, and firmware required to manage today's server environments. Intel® ASM can
help IT Track the health and status of connected servers, remotely diagnose and repair systems
even when the operating system is not running, and keep software and virus protection up-to-date.
Intel ASM features, launching with the Dual-Core Intel® Xeon® processor 5000 sequence, includes:

v' Support for IPMI 2.0

v Remote power control and asset management

v Advanced features such as IDE-redirection and remote monitoring (KVM pass-through)

capability.

Intel® 6311ESB/6312ESB I/0 Controller Hub

>

Intel® 6311ESB/6312ESB I/0O Controller Hub is a highly integrated I/O chipset. It integrates bridge
functionality for PCI Express*, PCI-X*, conventional PCI*, LPC, USB*, SATA*, IDE and SMBus, and
Dual-Gigabit Ethernet MAC components as well as numerous board management functions. It
provides for all system I/0, allowing for simpler system board architectures and smaller board areas
than if discrete components were used.

Intel® I/0 Acceleration Technology

>

Intel® I/O Acceleration Technology, unlike NIC-centric solutions (such as TCP Offload Engine), is a
platform level solution that addresses all packet and payload processing bottlenecks throughout the
server platform. It increases CPU efficiency and delivers data to and from applications faster than
possible with current server platforms. Most importantly, Intel® I/OAT scales with future platform
improvements, providing a path for further reducing infrastructure costs by consolidating hardware
and software, and ultimately growing your business.

Fully Buffered DIMM (FBDIMM) Memory Technology

>

Fully Buffered DIMM (FBDIMM) memory enables both increased capacity and memory bandwidth
requirements needed to keep pace with the processor and I/O performance enhancements on
today's dual-core server processors.

FBDIMM technology offers better RAS (reliability, availability, serviceability) by extending the
currently available ECC (error-correcting code, a method of checking the integrity of data in DRAM)
to include protection of commands and address data. Additionally, FBDIMM technology
automatically retries when an error is detected, allowing for uninterrupted operation in case of
transient errors.

The FBDIMM channel pin count is approximately 69 pins per channel, compared with about 240 pins
for today's parallel channel. This results in less routing complexity and less routing area between the
memory controller and DIMMs, thereby saving board cost to system manufacturers.
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3 Plaform Hardware Requirements

This hardware integration section demonstrates the base line of how to integrate a server system using
a motherboard based on new Dual-Core Intel® Xeon® processors together with an SSI compliant chassis
and power supply, as well as FBDIMM memory and other standard off-the-shelf components. The target
audiences of this integration guideline are system designers and system integrators. The validation of
server functions and performance optimization will not be discussed here.

As a functional server, new Dual-Core Intel® Xeon® processor-based servers should include the following
building blocks:

® Motherboard

Memory

Processor and Intel designed thermal solution
Chassis

Power supply

Other system components

3.1 Motherboard Integration

The server boards should be compliant with one of the following Server System Infrastructure (SSI)
specifications for building block compatibility and interchangeability between different blocks:

® EEB3.61
> EEB (Entry- level Electronics Bay) 3.51 for Entry Pedestal Servers and Workstations.
e TEB2.11

»  TEB (Thin Electronics Bay) 2.11 for rack mount optimized servers.
e CEB1.1

» CEB (Compact Electronics Bay) 1.1 for value form factor servers.

The following system features are defined by the SSI specification:
® Baseboard maximum volumetric and mounting-hole locations
® Power and signal connector pin-outs
® ATX-compliant I/O aperture and dimensions that define its location
°

Chassis keep-out volume and board/processor mounting requirements

@ USEFUL INTEGRATION TIPS:

SSI specifications can be obtained from SSI website at http://ww.ssiforum.org

® The motherboard should be SSI-compliant, which defines motherboard dimension, component and

chassis attachment interface, board block layout directions, as well as power connectors
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3.2 Fully Buffered DIMM (FBDIMM) Memory

Fully Buffered DIMM (FBDIMM) memory provides increased bandwidth and capacity for new Dual-Core
Intel® Xeon® processor-based servers. It increases system bandwidth up to 21GB/s (with DDR2-667
FBD memory), and increased memory capacity up to 64GB in a 4 channel 16 DIMM server system.

FBDIMM memory has different versions in terms of the DRAM used in the memory module: DDR2-533
FBD memory and DDR2-667 FBD memory, and has different capacities: 512MB, 1GB, 2GB and 4GB.
DIMM pairs must be identical with respect to size, speed and manufacturer.

The picture below illustrates an example of an FBDIMM.

iindiindiiandanddrmbndadndanndud IiiIiihllllli|IIlllh'llllhlhihiilihl Illmlm ;

Figure 3.2.2 FBDIMM Example

@ USEFUL INTEGRATION TIPS

1) To take advantage of the Intel® E5000P chipset, Intel recommends using at least 4 FBDIMMs in new
Dual-Core Intel® Xeon® processor-based servers to achieve optimal throughput. Example: For 2GB
configurations use 4 x 512M FBDIMMs rather than 2 x 1GB FBDIMMs.

2) To boot up the system, one FBDIMM should be installed in the first FBDIMM slot.

3) Intel has completed FBDIMM validation for different memory configurations. System integrators can
find the complete list of tested memory modules at:

http://developer.intel.com/technology/memory/

3.3 Processor and Thermal Solutions

The boxed version of the Dual-Core Intel® Xeon® processor 5000 sequence supports a passive 2U+
thermal solution, as well as a combination active/1U passive solution (as figure 3.3.1 and 3.3.2 shows).
The 2U passive solution can be used in 2U+ rack chassis and pedestal systems; the active solution is a
combined solution that supports pedestal chassis with the fan attached, and 1U rack systems with the fan
removed (as figure 3.3.3 shows).
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Figure 3.3.1 Active solution Figure 3.3.2 2U passive solution

Figure 3.3.3 Combined Active Solution

The boxed Dual-Core Intel® Xeon® processor 5000 sequence requires the heat sink to be directly
attached to the chassis, in order to securely attach the heat sink. As shown in Figure 3.3.4, verify the
Common Enabling Kit (CEK) spring is installed on both processor sockets before motherboard installation.
Refer to your motherboard documentation for more information, or contact your motherboard
manufacturer to obtain a CEK spring for each processor socket if not included with the motherboard.
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Figure 3.3.4 Verify the CEK Spring is Installed for Each Processor Socket

Dual-Core Intel® Xeon® Processor Installation

@ CAUTION

When unpacking a processor, hold by the edge only to avoid touching the contacts.

A. Open the socket lever

1) Push the lever handle down and away from the socket to
release it.

2) Pull the lever and raise until it stops.
B. Open the load plate
1) Push the rear tab with your finger tip to bring the front end of the load plate up slightly.

2) Open the load plate as shown.

10
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C. Remove the processor protective cover

1) Take the processor out of the box remove the protective shipping
cover.

D. Remove socket protective cover
1) Grasp the socket protective cover tab and pull away from the load plate as shown.

2) Remove the socket protective cover and store for future use.

E. Install the processor

1) Orient the processor with the socket so that the processor cut-outs match the socket notches.

2) Install the processor as shown.

F. Close load plate and socket lever
1) Close the load plate all the way as shown.
2) With your finger, push down on the load plate as shown.

3) Close the socket lever and ensure that the load plate tab
engages under the socket lever when fully closed.




G.

H.

I.

J.

Integration Guide for New Dual-Core Intel® Xeon® Processor-Based Servers (or Workstations) Rev 1.0

Removing the plastic shield for the heat sink

Tighten screws

Connect the fan header if you are using the active solution.

12
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3.4 Server System Infrastructure (SSI) Compliant

Chassis

Server System Infrastructure (SSI) compliant chassis provides component attachment, adequate airflow,
electronic emission protection, as well as data storage and management. The quality of chassis will
greatly impact server system performance. Compared to a desktop PC chassis, the requirement for
server chassis on thermal, power supplies and data management is much higher.

@ USEFUL INFORMATION
® Rack mount chassis include 1U rack chassis and 2U+ chassis. The height of 1U chassis is 1.75" and
2U chassis is 3.5".

® SSI specifications can be obtained from SSI website at http://ww.ssiforum.org

3.4.1 Chassis Form Factor

Pedestal and rack mount are two types of form factors. Pedestal chassis should be compliant to EEB 3.61
or CEB 1.1, and rack mount chassis should be compliant to TEB 2.11.

EEB is mainly used for entry-level servers with larger form factors, and CEB is targeted at value servers
with smaller form factors and lower cost.

The EEB chassis can install one motherboard based on the ATX form factor ‘stretched’ to 12” X 13", a size
sometimes known as “full ATX". This represents the maximum size of board in one EEB chassis, though
smaller sizes are possible. The maximum motherboard size in CEB Chassis is 12" X 10.5”; thereis a 2.5”
difference in length. The TEB baseboard is based on the EEB baseboard size of 12” X 13".

There are specific requirements on rack chassis width and height to make sure they are compliant to rack
system. The 1U and 2U maximum height dimensions allow for 1.3mm clearance between adjacent
systems when they are installed in a typical rack configuration. The 445.0mm maximum width includes
chassis width, rails, and tolerance; chassis with typical 3/8” roller-bearing slide rails are limited to
428.0mm. System typical depth is 610mm to 660mm.
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Figure 3.4.1

3.5 SSI Compliant Power Supply

The power supply provides adequate power to the processor, motherboard and other key components. As
shown by research data, most of the server shut-down issues are caused by a power supply failure,
including over-heat protection and over-current protection. So, choosing a reliable power supply is an
important consideration for proper server integration.

Based on the SSI form factor, there are three types of SSI power supplies, EPS1U is used in 1U rack
mount server, EPS2U is used in 2U rack mount server and EPS12V is used in pedestal server. Additional

to that, there are redundant power supplies for 2U and pedestal server, they are ERP2U and ERP12V
respectively.

3.5.1 Mechanical form factors

Below are detailed mechanical dimensions for SSI compliant power supplies:

Form Factor Application Height Width Length

EPS1U 1U rack 40mm 106mm 355mm

EPS2U 2U rack 42.2mm 106mm 348.2mm

ERP2U 2U rack Redundant 83mm 108mm 400mm(Regular)

350mm(Hot Swap)

EPS12V Pedestal 86mm 150mm 140mm (<450W)
180mm (450W~750W)
230mm (>800W)

ERP12V Pedestal Redundant 86mm 150mm 260mm

Table 3.4.3 Power Supply Form Factors

There is no specified requirement on position and length of wire harness of power supply, the base line
is wire harness must make integration and wire plug easier and more beneficial for maintaining.

Some time, the power supply will influence cable layout because of card edge dimensions and small gaps
between the power supply and the chassis, especially in rack mount server where cable layout is
important may impact system thermal performance.

3.5.2 Power level and output rails

Below figure is one typical power budget in one new Dual-Core Intel® Xeon® based server system. There
are 8 rails recommended in SSI specification for the new platform compliant power supplies, as below:

Figure 3.4.11 System Power Level in 5000 Series Platform
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The following table provides recommendations for the power and current ratings for different form
factors:

Spec Power Current Rating (A)
(W) | 4+3.3v | +5V | 12v1 | 12V2 | 12V3 | 12V4 | -12V | +5VSB
EPS1U | 600 10 21 16 16 16 16 0.5 3
EPS2U | 700 24 30 16 16 16 16 0.5 3
ERP2U | 750 24 30 16 16 16 16 0.5 3
EPS12V | 650 24 30 16 16 16 16 0.5 3
ERP12V | 700 24 30 16 16 16 16 0.5 3

Table 3.4.4 SSI recommended power levels and current rating

3.5.3 Power supply connectors

Normally, the power supply distribution board shall have the following output connectors and wire
harness configuration:

Connectors Pins No.

Base board power connector 24
Processor power connector 8
+12V4 base board power connector, required 4
for 700W, 750W and 800W power levels

Fan power with fan speed control 4
Peripheral power connectors 4
Floppy power connectors 4
Serial ATA power connectors 5
Server signal connectors 5

Table 3.4.5 SSI recommended power supply connectors

Integrators must ensure these power connectors provide the proper output and that they are connected
properly. Different colors have been used to mark different power output voltages. One power connector
may have several colors in one stripe along the colored wire

3.3VDC | 3.3VRS | +5VDC | +12V1 | +12V2 | +12V3 | +12V4 | -12V 5VSB PS_ON

Yellow Blue Purple

Table 3.4.6 SSI recommended power supply triples color

3.5.4 Hot swap and redundant power supplies
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It is recommended to use the hot swap and redundant power supplies for new Dual-Core Intel® Xeon®
processor-based servers Hot swapping a power supply is the process of inserting and extracting a power
supply from an server while it is operating, without interruption.

3.6 Other System Components

3.6.1 Hard drive
1) SCSI HDD

The SCSI specification was developed to provide a common interface that could be used across all
peripheral platforms and system applications. The SCSI interface addresses a wider range of
applications, such as Redundant Array of Independent Disks (RAID) storage, and has a broader
command set than the parallel ATA interface. The SCSI system contains the SCSI controller (initiator),
the SCSI bus (cable or backplane), and one or more target devices. The SCSI controller may be built into
the motherboard or housed on a SCSI host bus adapter (HBA) card in a PCI or PCI-X slot. Both
configurations are shown in Figure 3.6.1.

SCSI cables can connect up to 16 devices, including the SCSI controller. SCSI cables consist of 34 twisted
pairs of multi-stranded flexible copper wires for a total of 68 conductors. SCSI devices inside the server
are connected to the SCSI controller by a 68-pin ribbon cable. The ribbon cable has a connector at each
end and one or more connectors along its length. External SCSI devices are attached to the SCSI HBA by
a round 68-pin cable. Two sets of terminators, one at each end of the SCSI bus, prevent signal reflections
within the cables.

SCSI
Host Bus

External 68-Conductor
Round SCSI| Cable

/

Chipset

Connedlor ;;.-~ : Controller
~ i I

Internal 68-Conductor
SCSI Ribbon Cable

SCsI
Backplane

Internal
SCSI Device

Disk
Drives

Figure 3.6.1 SCSI components

Since 1981, there have been seven generations of the SCSI protocol. Each new generation has doubled
the performance of the previous one (Figure 3.6.2). SCSI performance has ranged from an 8-bit,
single-ended interface transferring data up to 4 MB/s (SCSI-1) to the latest 16-bit, low-voltage
differential interface transferring data at 320 MB/s per channel (Ultra320 SCSI).
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Figure 3.6.2 Bandwidths of seven generations of SCSI
SCSI hard drives provide some benefits:
»  Fast data transfer (up to 320 MB/s transfer rate per channel)
» High MTBF (Mean Time between Failures)

»  Support multiple HDD on one channel, such as a single channel of Ultra 320 can support 15 hard
drivers, two channels can support up to 30 hard drivers, and all of hard drivers in the same
channel use only one IRG

»  SCSI controller can offload some CPU tasks which used to handling the storage commands; CPU
utilization rate for SCSI HDD processing is low. This is good for multiple task system.

2) SATA HDD
Serial ATA 1.0 (SATA)

SATA 1.0 specification was developed in 2001, SATA is the first generation of the new disk interface
technology replacing Parallel ATA. In desktops, SATA is expected to replace Parallel ATA as the
primary internal storage for PCs. SATA1.0 delivers a maximum data transfer rate of 1.5 Gb/sec (150
MB/sec) per port and its future roadmap shows growth to 6.0 Gb/sec (600 MB/sec). Advantages of
SATA include a point-to-point interconnect that enables full bandwidth available to each device,
lower pin-count, lower voltage, hot-plug capability, thin cabling, longer cable length and
register-level compatibility with Parallel ATA. These added features make SATA an option for DAS,
NAS and some Storage Area Network (SAN) systems where Parallel ATA may not have been
considered.

Serial ATA II (SATA II)

SATA II is the second-generation SATA disk interface technology currently under development by
the SATA working group. The SATA II specification picks up where SATA 1.0 left off, and will be
deployed in 2 phases. The first phase, called “Extensions to Serial ATA 1.0”, focuses primarily on
addressing the needs of servers and networked storage. These include queuing, enclosure services,
hot plug, cold presence detect, cabling and backplane improvements. The second phase is
anticipated to scale performance to 3.0 Gb/sec (300 MB/sec) per port. These combined
enhancements will make SATA II a good option for DAS, NAS and SAN storage systems where
price/performance and cost are key factors.
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3) SAS HDD

SAS (Serial Attached SCSI) is a point-to-point architecture in which all storage devices connect directly
to a SAS port rather than sharing a common bus as traditional SCSI devices do. Point-to-point links
increase data throughput and improve the ability to locate and fix disk failures. More importantly, the
SAS architecture solves the clock skew and signal degradation problems of parallel SCSI at higher
signaling rates. SAS inherits its command set from parallel SCSI, frame formats from Fibre Channel, and
physical characteristics from Serial ATA.

The SAS and SATA technologies have several common features, including low-voltage differential
signaling, 8b/10b encoding, and full duplex communication. The Serial Attached SCSI standards
committee designed the SAS infrastructure to be compatible with SATA drives, allowing the coexistence
of both storage technologies in the same system and opening the door to SATA scalability. Because the
SAS architecture features a proven SCSI command set, advanced command queuing, and advanced
verification/error correction, SAS is the ideal solution for mission-critical enterprise storage applications.

® Performance

The speed of the first-generation SAS link is 3.0 gigabits/second (Gb/s). The speed of the
second-generation SAS link will be 6.0 Gb/s . SAS links are full duplex; they send and receive
information simultaneously, thereby reducing a major source of latency. The SAS interface allows for
combining multiple links to create 2x, 3x, or 4x connections for scalable bandwidth.

® SAS/SATA interoperability

The SAS architecture enables system designs that deploy both SAS and SATA devices, a
breakthrough for enterprise customers. This capability provides a broad range of storage solutions
that give IT managers the flexibility to choose storage devices based on reliability, performance, and
cost.

® Greater scalability

Serial Attached SCSI enables highly scalable topologies—internal, external, or a combination of
both—to give manufacturers and customers the flexibility to design and deploy a range of solutions.
The Serial ATA Tunneling Protocol (STP) enables SAS HBAs to communicate with SATA devices
through expanders and, therefore, is key to SATA scalability in the SAS domain.

@ USEFUL INFORMATION
More detail information about the disk interface technology can be found at
http://www.intel.com/technology/serial ATA/pdf/NP2108.pdf
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4 Recommended Server Components

Before you begin system integration, you may want to become more familiar with some of the server
components. The following section contains a brief overview of the products used in this integration guide.
Intel recommends that before beginning system integration, the integrator sources all recommended
components needed to complete integration. A recommended list of components needed can be found
below.

Table 1- Recommended Server Components List

Server System

Boxed Intel Server Board Product code: For more information please refer to:

Intel® Server Board

Qty: 1 S5000PSL http://intel.com/design/servers/boards/
Processor

Product code:
Boxed Dual-Core Intel® Intel® Xeon® For more information please refer to:
Xeon® processor Processor 5000 http://support.intel.com/support/processors/
Qty: 2 Series, or Xeon® xeon

Processor 5100 Series

Server Chassis

. Product code:
Intel Server Chassis For more information please refer to:

Qty: 1 Isrgcglz(ggs_(érver Chassis | hitp://intel.com/design/servers/chassis/

Memory Configuration

Product code: i i .
512MB FBDIMM 533MHz .ro uct code For more information please refer to:
Qty: 4 Kingston* http://developer.intel.com/technology/memo
' KVR533D2S8F4/512 ry/
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5 Setup and Configuration of Red Hat”
Enterprise Linux™ 4

Outline of Red Hat™ Enterprise Linux™ 4 Update 2
Operating System Installation

Perform the following steps to install the Red Hat Linux System:

1. BIOS Configuration

2. Text Based Installation

3. Graphics Based Installation

BIOS Configuration

1. Turn on the server and quickly enter BIOS by pressing F2 during boot up. Under boot priority
section, make sure you first boot device is CD-ROM.

Text Based Installation

1. Insert Red Hat" Enterprise Linux* 4 Update 2 disk 1 (of 4).

2. Reset the system, and it will boot up from the bootable CD.

3. As Figure 5-1 shows, the installation will request you to select a method to install the operating
system, press Enter to install Red Hat Linux in text mode.

. redhat.

To install or upgrade in graphical mode, press the <ENTER> key.
To install or upgrade in text mode, type: linux text {EMTER>.

Use the function keys listed below for more information.

Figure 5-1
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4. As Figure 5-2 shows, choose Skip to skip the media test and start the Linux installation.
elcome to Red Hat Enterprise Linux

To begin testing the CD media before
installation press OK.

Choose Skip to skip the media test
and start the installation.

{Tab»s<{Alt-Tab> between elements | <Space> selects | <F12> next screen
Figure 5-2

Before the installation can begin it must create a new partition and format the hard drive.

Graphics Based Installation

5. The graphic console starts and the "Welcome to Red Hat Enterprise Linux AS installation” is
displayed.

Welcome to Red
Hat Enterprise
Linux AS

During this installation, you can
use your mouse or keyboard to
navigate through the various
screens.

The Tab key allows you to
move around the screen, the
Up and Down arrow keys to
scroll through lists, + and - keys
expand and collapse lists,
while Space and Enter selects |  Red Hat Enterprise Linux A3
or removes from selection a

highlighted item. You can also

use the Alt-X key command

Combination as a Wa\f Of Copyright © 20032005 Red Hat, Inc. All Rights Reserved
clicking on buttons or making

other screen selections, where

Xis renlared with anv [=]

mHldeﬂelp| ‘Eﬂelease Notes ‘*@ Back | |B Next |

Figure 5-3
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7.

8.
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Choose the language you would like to use during the installation

Language Selection

Choose the language you would
like to use during this installation.

| mHIdE ﬂelp| ‘ Release Notes

What language would you like to use during the installation
process?

Bulgarian (Bwnrapcku)
Catalan (Catala)
Chinese(Simplified) (] {#470)
Chinese(Traditional) (#8470
Croatian (Hrvatski)

Czech (Cestina)

Danish (Dansk)

Dutch (Nederlands)

Estonian (eesti keel)

Finnish (suomi)

French (Frangais)

German {Deutsch)

Gujarati (31cll)

Hindi (fé==
Hungarian {magyar)
Icelandic (islenska) [+l
‘ Q Back | | b Next |
Figure 5-4

Choose the layout type for the Keyboard

Keyboard
Configuration

Choose the layout type for the
keyboard (for example, U.S.
English) that you would like to
use for the system.

| mHIdE ﬂelp| ‘ Eelease Notes

® Select the appropriate keyboard for the system.

Russian (rul)
Russian (ru2)
Russian (utf8ru)
Russian (win)
Slovakian

Slovenian

Spanish

Swedish

Swiss French

Swiss French (Jatinl)
Swiss German
Swiss German (latinl)
Tamil (Inscript)
Tamil (Typewriter)
Turkish

Ukrainian

United Kingdom

U.S. English

U.S. International

|4 Back | |b Next |

Figure 5-5

Disk partitioning is one of the largest obstacles for the new user to install Linux. By selecting

automatic partitioning, you do not have to use partitioning tools to create partitions Select

“Manually partition with Disk Druid” to manually partition the hard disk.
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10.

Disk Partitioning
Setup

One ofthe largest obstacles for
a new user during a Linux
installation is partitioning. This
process is made easier by
providing automatic
partitioning.

By selecting automatic
partitioning, you do not have to
use partitioning tools to assign
mount points, create partitions,
or allocate space for your
installation.

To partition manually, choose
the Disk Druid partitioning
tool.

Use the Back button to choose

perr T

| mHide ﬂelp| ‘ Eﬁelease Notes |

Disk Partitioning
Setup

One of the largest obstaglac for
a new user during a Lin
installation is partitionir|
process is made easier|
providing automatic @
partitioning.

By selecting automatic
partitioning, you do not
use partitioning tools to
mount points, create pa
or allocate space for yo
installation.

To partition manually, choose
the Disk Druid partitioning
tool.

Use the Back button to choose

peer RTINS

| mHide ﬂelp| | Eﬂe\ease Notes ‘

Automatic Partitioning sets partitions based on the selected
installation type. You also can customize the partitions once
they have been created.

The manual disk partitioning tool, Disk Druid, allows you to
create partitions in an interactive environment. You can set the
file system types, mount points, partition sizes, and more.

@® Automatically partition
) Manually partition with Disk Druid

Integration Guide for New Dual-Core Intel® Xeon® Processor-Based Servers (or Workstations) Rev 1.0

‘Q Back |

|D Next |

Figure 5-6

The partition table on device sda was unreadable. To create
new partitions it must be initialized, causing the loss of ALL

DATA on this drive.

This operation will override any previous installation choices

about which drives to ignore.

Note the warning before the Disk Partitioning Setup application begins.

Would you like to initialize this drive, erasing ALL DATA?

U

(=

% No H %ﬁ’l&‘s ‘ ruid

I the selected
partitions once

allows you to
You can sef the
i, and maore,

|Q Back |

|D Next |

Figure 5-7

This step is necessary to ensure the operating system is installed on a new and error-free
partition. Formatting the partition deletes all information that currently exists on the hard drive.

Before automatic partitioning can be set up, you must choose how to use the space on the hard
drives. Remember: removing all partitions on the system means your data will be COMPLETELY
REMOVED from the hard drive.
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[&]

Automatic
Partitioning

Automatic partitioning allows
you to have some control
concerning what data is
removed (if any) from your
system.

To remove only Linux partitions
(partitions created from a
previous Linux installation),
select Remove all Linux
partitions on this system.

To remove all partitions on

your hard drive(s) (this includes
partitions created by other
operating systems such as
Windows 95/98/NT/2000),

select Remove all partitions

on this system.

| mHide ﬂelp| ‘ Eﬁelease Notes |

11. If you used automatic partitioning, you need confirm the removal of all data and accept the

Before automatic partitioning can be set up by the
installation pregram, you must choose how to use
the space on your hard drives.

| want to have automatic partitioning

) Remove all Linux partitions on this system
@® Remove all partitions on this system
O Keep all partitions and use existing free space

Select the drive(s) to use for this installation:

sda 12284 MB VMware, VMware Virtual S

Review (and modify if needed) the partitions created

‘Q Back | |D Next |

Figure 5-8

automatically generated partition settings.

Disk Setup

Choose where you would like
Red Hat Enterprise Linux AS to
be installed.

If you do not know how to
partition your system or if you
need help with using the
manual partitioning tools, refer
to the product documentation.

If you used automatic
partitioning, you can either
accept the current partition
settings (click Next), or modify
the setup using the manual
partitioning tool.

If you are manually partitioning
your system, you can see your
current hard drive(s) and

partitions displayed below. Use |[+|

| @Hlde ﬂelp| ‘ Eﬂelease Naotes ‘

Drive /dev/sda (12284 MB) (Model: VMware, VMware Virtual 5)

sda2
12182 MB
| New ” Edit " Delete || Reset ” RAID ” LVM |
. Mount Point/ Size
Device RAID/Volume Type |Format M) Start | End
= LVM Volume Groups
= VolGroup00 12128
LogVol00 / ext3 ' 11104
LogVol01 swap ' 1024
~ Hard Drives
= [dev/sda
fdev/sdal /boot ext3 ' 102 1 13
fdev/sda2 VolGroup00  LVM PV ' 12182 14 1566
[« [[2]

[[] Hide RAID device/LVM Volume Group members

|Q Back | |b Next |

Figure 5-9

12. This step allows you to configure the Linux boot loader to boot other operating systems after the
partitioning. You could also choose which operating system (if you have more than one) should

boot by default.
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Boot Loader
Configuration

By default, the GRUB boot
loader is installed on the
system. If you do not want to
install GRUB as your boot
loader, select Change boot
loader.

You can also choose which OS
(if you have more than one)
should boot by default. Select
Default beside the preferred
boot partition to choose your
default bootable OS. You
cannot move forward in the
installation unless you choose
a default boot image.

You may add, edit, and delete
the boot loader entries by

| mHide ﬂelp| ‘ Eﬁelease Notes |

[+]

The GRUB boot loader will be installed on /dev/sda. | Change boot loader

You can configure the boot loader to boot other operating
systems. It will allow you to select an operating system to
boot from the list. To add additional operating systems,
which are not automatically detected, click 'Add." To
change the operating system booted by default, select
'Default’ by the desired operating system.

|Defau|t |Labe| Device Add
Red Hat Enterprise Linux AS /dev/VolGr Edit
Delete

A boot loader password prevents users from changing

options passed to the kernel. For greater system

security, it is recommended that you set a password.

[[] Use a boot loader password | Change password

[JiConfigure advanced boot loader gptmns?
‘Q Back | |D Next |

Figure 5-10

13. Refer to Figure 5-11. To configure the network devices, you can either choose to configure by

14.

DHCP or manually configure the gateway, DNS and domain information.

Network
Configuration

Any network devices you have
on the system are
automatically detected by the
installation program and shown
in the Network Devices list.

To configure the network
device, first select the device
and then click Edit. In the Edit
Interface screen, you can
choose to have the IP and
Netmask information
configured by DHCP or you
can enter it manually. You can

also choose to make the Tertiary DNS
device active at boot time.
If you do not have DHCP client
access or are unsure as to
|mHIdE ﬂelp| ‘ Eﬂelease Notes| ‘ Q Back | | b Next |
Figure 5-11

[+]

Network Devices

Active on Boot | Device |IP/Netmask

Edit

ethD DHCP

Hostname
Set the hostname:

® automatically via DHCP

O manually localhost.localdomain (ex. "host.domain.com")

Miscellaneous Settings

Gateway:
Brimary DNS:
Secondary DNS

Refer to Figure 5-12. A properly configured firewall can greatly increase the security level of

your network. Select “Enable firewall” and the specific services you will allow access to from

other computers.
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Firewall
Configuration

A firewall sits between your
computer and the network, and
determines which resources on
your computer remote users on
the network are able to access.
A properly configured firewall
can greatly increase the out-of-

the-box security of your system.

Choose the appropriate
security level for your system.

No Firewall — No firewall
provides complete access to
your system and does no
security checking. Security
checking is the disabling of
access to cerain services. This
should only be selected if you

PSS-S 1

| @Hide ﬂelp| ‘ Eﬂelease Notes ‘

A firewall can help prevent unauthorized access to your computer from the
outside world. Would you like to enable a firewall?

) No firewall
@ Enable firewall
You can use a firewall to allow access to specific services on your

computer from other computers. Which services, if any, do you
wish to allow access to ?

[] Remote Login (SSH)

] web Server (HTTP, HTTPS)
[ File Transfer (FTP)

[ Mail Server (SMTP)

Security Enhanced Linux (SELinux) provides finer-grained security
controls than those available in a traditional Linux system. [t can be
set up in a disabled state, a state which only wams about things
which would be denied, or a fully active state.

Enable SELinux?:

|ﬂ Back | |D Next |

Figure 5-12

15. Referto Figure 5-13. Select the language to be used as the default language. You can also decide

to install other language packs to use with the operating system.

Additional
Language Support

Select a language to use as
the default language. The
default language is the
language used on the system
once installation is complete. If
you choose to install other
languages, it is possible to
change the default language
after the installation.

The installation program can
install and support several
languages. To use more than
one language on your system,
choose specific languages to
be installed, or select all
languages to have all available
languages installed on the
system.

| mHIdE ﬂelp| ‘ Eﬂelease Naotes ‘

[»]

=]

Select the default language for the system: | English (USA) |+

Select additional languages to install on the system:

O English (Great Britain)
I English (Hong Kong)
I English (India)

[ English (
O English (New Zealand)
I English (Philippines)

[ English (Singapore)

I English (South Africa)

English (USA)

[ English (Zimbabwe)

[J Estonian

[] Faroese (Faroe Islands)

[ Finnish

[ French (Belgium)

[ French (Canada)

] French (France)

] French (Luxemburg)

— [+l
|Q Back |

[+] Select All
Select Default Only

Ireland)

| Next |

Figure 5-13

16. Select Time Zone Settings to set the local time and date settings.
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Time Zone ?@ Please select the nearest city in your timezone:
Selection

Set your time zone by selecting
your computer's physical
location.

On the interactive map, click on
a specific city (marked by a
yellow dot) and a red X
appears indicating your
selection.

=

You can also scroll through the

list of locations to select your - —
desired time zone. Location |DESC”PT'°”
America/Nassau
You can allso ;EIEU the I ~America/New_York Eastern Time
Sy?tem Clock uses UTC America/Nipigon Eastern Time - Ontario & Quebec - places that
option. (UTC, or Coordinated
Universal Time, allows your [« e I [
system to properly handle = [ System clock uses UTC
|@Hide ﬂelp| ‘ Release Nutes‘ | < Back | | P> Next |
Figure 5-14

Programs that use time in any way access these settings to establish the correct time, therefore
these settings are important for successful use of this server.

Set the Root Password. Once you have entered the password, please click Next to continue.

Use the root account ONLY for administration. Once the installation has been completed, create
a non-root account for general use and su- to gain root access when you need administration
rights. This procedure can minimize your chances of a typo or incorrect command doing damage
to your system.
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Set Root Password

Use the root account only for
administration. Once the
installation has been completed,
create a non-root account for your
general use and su - to gain
root access when you need to fix
something quickly. These basic
rules minimize the chances of a
typo or incorrect command doing
damage to your system.

| mHide ﬂelp| ‘ Eﬁelease Notes |

The root account is used for administering the system.
Enter a password for the root user.

vt

Root Password:

vttt

Confirm:

‘Q Back | |§ Next |

Figure 5-15

18. Select the software packages you want to install with the operating system. These packages
include extra desktop themes, general and office applications, and development tools.

Package Installation
Defaults

The installation program
automatically chooses package
groups to be installed on the
system.

Select Accept the current
package list to accept the default
package groups and to continue
with the installation process.

Select Customize the set of
packages to be installed if you
wish to select different or
additional package groups.

| mHIdE ﬂelp| ‘ Eﬂelease Notes |

The default installation environment includes our recommended
package selection, including:

Desktop shell (GNOME)
Administration Tools
Server Configuration Tools
Web Server

Windows File Server (SMB)

After installation, additional software can be added or removed
using the 'system-config-packages' tool.

If you are familiar with Red Hat Enterprise Linux AS, you may
have specific packages you would like to install or avoid
installing. Check the box below to customize your installation.

(@) Install default software packages
) Customize software packages to be installed

‘Q Back | |D Next |

Figure 5-16

19. Choose the package you want to install by selecting the checkbox in each item.
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_A

X Window System [38/42] Details

Package Group
Selection

=

[’?‘j Install this group of packages to use the base graphical (X)
user interface. =
Select the package (application)
groups that you want to install. To
select a package group, click on we
the check box beside it.

GNOME Desktop Environment [41/44] Details

GNOME is a powerful, graphical user interface which
includes a panel, desktop, system icons, and a graphical
file manager.

KDE (K Desktop Environmen 0/14
Once a package group has been o ( & 0 07141
selected, click on Details to view .~ KDE is a powerful, graphical user interface which includes

5iYT
which packages are installed by bt apanel, desktop, system icons, and a graphical file

manager.
default and to add or remove g

optional packages from that Applications

group.

[ Editors [oy5]
Sometimes called text editors, these are programs that
@ allow you to create and edit files. These include Emacs
and Vi.
O Engineering and Scientific [0/7]
This group includes packages for performing mathematical
&’f‘) and scientific computations and plotting, as well as unit ol
Total install size: 1,722M
|mHide ﬂelp| ‘ Release Nmes| ‘ <@ Back | | B> Next |

Figure 5-17

20. Congratulations, you are ready to install and copy files.

About to Install

Caution: Once you click Next,
the installation program begins
writing the operating system to
the hard drive(s). This process Click next to begin installation
cannot be undone. If you have of Red Hat Enterprise Linux AS.
decided not to continue with this
installation, this is the last point at
which you can safely abort the
installation process.

A complete log of the
installation can be found in the
file ‘/root/install.log" after
rebooting your system.

To abort this installation, press 4 Ll el ETma o i
installation options selected can

your computer's Reset button or be found in the file *froot/

reset using Control-Alt-Delete, anaconda-ks.cfg' after rebooting

and then remove the installation the system.

media between the unmounting

and reboot screen messages.

|@Hlde ﬂelp| ‘ Eelease Nates‘ | ﬂ Back | | b Next |
Figure 5-18

21. You are required to have the Red Hat™ Linux* installation disks to begin the installation.



Integration Guide for New Dual-Core Intel® Xeon® Processor-Based Servers (or Workstations) Rev 1.0

About to Install

Caution: Once you click Next,

the installation program . .
- . Required Install Media
writing the operating sys

the hard drive(s). This p

The software you have selected to install will require the xt to begin installation
cannot be undone. If yot following CDs\_d ? Hat Enterprise Linux AS.
Fleclded' not to' ct?ntlnue late lag of the
installation, this is the la Red Hat Enterprise Linux AS 4 CD #1 ion can be found in the
which you can safely ab Red Hat Enterprise Linux AS 4 CD #2 tfinstall.log' after
installation process. Red Hat Enterprise Linux AS 4 CD #3 g your system.

N f Please have these ready before proceeding with the tart file containing the
To abortthis |n‘stallal|on installation. If you need te abort the installation and reboot  ion options selected can
your computer's Reset please select "Reboot". din the file */root/
reset using Control-Alt- _ daks.cfg' after rebooting
and then remove the ins Reboot | | Continue | tem.
media between the unm
and reboot screen messages.
|mHide ﬂelp| ‘ Eﬁelease Notes ‘ <@ Back | | B> Next |
Figure 5-19

22. Installation in progress.

Installing Packages

We have gathered all the
information needed to install Red
Hat Enterprise Linux AS on the
system. It may take a while to
install everything, depending on

how many packages need to be na
installed. |

Transferring install image to hard drive...

|%Hidc ﬂr_'lp| ‘Eﬂelease Notes ‘ <@ PBack | | B Next |

Figure 5-20

23. Installation in progress.
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Installing Packages

We have gathered all the
information needed to install Red
Hat Enterprise Linux AS on the
system. It may take a while to
install everything, depending on
how many packages need to be

installed. _md h a t

Starting install process, this may take several minutes...

‘Release Nuteb;F |*§ Back | |§' Next |
Figure 5-21

|%Hidc Help

24. You will be notified to insert the required disk.

Installing Packages

We have gathered all the
information needed to install Red
Hat Enterprise Linux AS on the
system. It may take a while to
install everything, dep<pgii

Bod Hat wnuld lika to thank 3| of the

how many packages n ShangelCD R OM gineers in
installed. emmunity
pssible.
@ Please insert Red Hat Enterprise Linux AS disc 3 to continue.
J
Remaining time: 6 minutes
Installing eel2-2.8.1-2.i386 (1 MB)
Eazel Extensions Library.
|%Hidc Help ‘ Release Notes ‘ <@ PBack | | B Next |

Figure 5-22

25. Post installation process.
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Installing Packages

We have gathered all the

information needed to install Red Red Hat Global Services
Hat Enterprise Linux AS on the
system. It may take a while to Take advantage of Red Hat expertise and_get
: i N the greatest value from your Enterprise Linux
install everything, depending on /‘ﬁ subscription:
T Y P es e D | gy iy Servics
installed. 'rofessional Services
. § i {upport Services
Performing post install configuration...  [ngineering Services

www.redhat.com

|

Installing system-config-nfs-1.2.8-1.noarch (616 KB)
NFS server configuration tool

|%Hidm Help ‘ Release Notes| ‘ 4 Back | | B Next |

Figure 5-23

26. Congratulations, the installation is complete.

Congratulations, the installation is complete.

Remove any installation media (diskettes or CD-ROMs) used
during the installation process and press the "Reboet" button to
reboot your system.

|%Sho‘w ﬂr_lp| | ﬂelease Ncn:es| ‘ <@ PBack | |§ﬂ Reboat |

Figure 5-24

27. The installation is finished, but you still need to configure the Linux environment before you can
actually use the Linux desktop. Figure 5-25 and Figure 5-26 show the boot up screen.
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ress any key to enter the menu

Booting Red Hat Enterprise Linux AS (2.6.9-22.EL) in 8 seconds...[]

-« Fedhat

Figure 5-25

—

» Show Details Setfing up braldisks &%

Red Hat Enterprise Linux

Figure 5-26

Welcome to the Linux setup agent.
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* Welcome

License Agreement we I co m e

Date and Time

There are a few more steps to take before your system is ready to use. The Setup
Agent will now guide you through some basic configuration. Please click the "Next"
button in the lower right comer to continue.

Display

System User
Sound Card
Additional CDs
Finish Setup

| ek || BNea |
Figure 5-27
29. Click Yes to accept the license agreement.
Welcome o
e e License Agreement
Date and Time P
LICENSE AGREEMENT AND LIMITED PRODUCT WARRANTY 1

Display
RED HAT® ENTERPRISE LINUX® VERSION 4
System User
Sound Card This agreement govems the use of the Software and any updates to the Z

e 'Software, regardless of the delivery mechanism. The Software is a
A-dflmonal DS collective work under U.S. Copyright Law. Subject to the following =
Finish Setup terms, Red Hat, Inc. (‘Red Hat") grants to the user (‘Customer’) a
license to this collective work pursuant to the GNU General Public
License.

1. The Scftware. Red Hat Enterprise Linux (the "Software") is a
modular operating system consisting of hundreds of software
components. The end user license agreement for each component is
located in the component's source code. With the exception of
certain image files identified in Section 2 below, the license
terms for the comp its permit C to copy, modify, and
redistribute the component, in both source code and binary code
forms. This agreement does not limit Customer's rights under, or
grant Customer rights that supersede, the license terms of any
particular component.

]

. Intellectual Property Rights. The Software and each of its
compoenents, including the source code, documentation, appearance,
structure and organization are owned by Red Hat and others and are

[<]

@ Yes, | agree to the License Agreement

O No, | do not agree

| <d Back H > Next ‘

Figure 5-28

30. Set the correct date and time.
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Welcome

PRp— Date and Time

+ Date and Time

Please set the date and time for the system.

Display

System User Date & Time |Ne1m:rk'l'|__me Protocol ‘

Sound Card Date Time

Additional CDs +  January * + 2006 ¥ Current Time : 12:50:30

Finish Setup Sun Mon Tue Wed Thu Fri Sat Holic: E
B 9 10 11 12 13 14 e =
15 16 17 JEEM 19 20 21 Second: (53 4
22 23 24 25 26 27 28
29 30 31

| < Back H P> Next |
Figure 5-29

31. Configure your display type, including the resolution and color depth.

Welcome

=

License Agreement ‘_j D I s p I ay
Date and Time

» Display Please select the resolution and color depth that you wish to use:
System User
Sound Card
Additional CDs
Finish Setup

Unknown monitor with VMWare | Configure... |
Resolution: | 800x600 *]
Color Depth: | Milions of Colors *|
| <d Back ‘ | > Next ‘
Figure 5-30

32. Itis always recommended that you create a system ‘username’ for regular (non-administrative)
use of the system; this will help secure your system as well.
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Welcome

License Agreement Syste m U Se r

Date and Time

Display It is recommended that you create a system 'username' for regular (non-
administrative) use of your system. To create a system 'username,’ please provide
the information requested below.

System User

Sound Card

If you need to use network authentication such as Kerberos or NIS, please click the

Use Network Login button.
Use Network Login...

| < Back ‘ ‘ P> Next |
Figure 5-31
33. Configure your sound card.
Welcome
License Agreement @ So u n d ca rd
Date and Time
Display A sound card has been detected on your computer.
System User Click the "Play test sound" button to hear a sample sound. You should hear a series

of three sounds. The first sound will be in the right channel, the second sound will be

Sound Card in the left channel, and the third sound will be in the center.

Additional CDs

Finish Setup Vendor: Ensonig

Model: ES1371 [AudioPCI-97]
Module: snd-ens1371

| <@ Back H B> Next ‘

Figure 5-32

34. If you want to install the third party plug-ins applications or the Linux documents, this is the
start page.
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Welcome

| © Additional CDs

Date and Time

Please insert the disc labeled "Red Hat Enterprise Linux Extras" to allow for
installation of third-party plug-ins and applications. You may also insert the

System User Documentation disc, or other Red Hat-provided discs to install additional software at
Sound Card this time.

Additional CDs
Finish Setup

Display

Additional CDs

| < Back ‘ ‘ P> Next |
Figure 5-33
35. You have completed the system setup.
Welcome gb - o
e ZAFinish Setup
Date and Time
Display
System User You have completed installation and system setup.
Sound Card
AHiibonal cos u nfonunateiv. your s‘ys‘tem is not networked, so we were unable to
activate your subscription.
* Finish Setup
It is important to activate your subscription so you can access the
services that keep your system secure and supported.
Please activate from a networked system now by visiting
http://www.redhat.com/activate/
Need help? To contact a service rep ive near you, visit

http://www.redhat.com/contact/

Please click the “Next" button in the lower right comer to continue.

Red Hat 'Ent'rri_l.'iux

| <@ Back ‘| P> Next ‘

Figure 5-34

36. The Linux desktop after you login in.

37



Integration Guide for New Dual-Core Intel® Xeon® Processor-Based Servers (or Workstations) Rev 1.0

& Applications Actions & &% @ wed Jan 18, 1256 PM @

Figure 5-35
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6 Setup and Configuration of VMWare"
Server (Linux® Version)

Outline of VMWare™ Server Installation

Here’s the steps you’re going to perform to install the VMWare Server.

1. BIOS Configuration
2. Graphic based installation

3. Text based installation and configuration

VMware”™ Server, is a free virtualization tool for Windows™ and Linux”™ servers. You can learn about more
* .

VMware Server features at http://www.vmware.com/products/server/). Before you begin, be sure you

have:

> A server system can support Intel® Virtualization technology
» The installation files or CD or disks for the installed operating system

BIOS Configuration

1. Turn on the server and quickly enter BIOS by pressing F2 during boot up. Under CPU configuration
sub-section, make sure you enabled the Intel® Virtualization technology.

CPU / FSB Configuration

Figure 6-1
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The following steps describe the procedure to download the installation file and install from a USB drive.
If you are using the CD-ROM instead of downloading the software, the steps are the same except that you
start from the CD directory where the installer file is located.

Download your free copy of VMware Server at http://www.vmware.com/download/server/ before the
installation. You will be asked for your VMware registration information before being given access to
download files. Please be sure to enter the same email address you provided when registering, because
right after the registration, you will get an email contains the serial number(s) to install and run multiple
copies of VMware Server.

Graphic Based Installation

2. Save the downloaded file to a USB drive.

3. Log on to your Linux host. In a terminal window, become root so you can perform the initial
installation steps.

su -
4. Plug the USB drive into one USB port, and the system will automatically mount it.
Copy the file into ‘/tmp/vmare’

& Applications Actions %"’% Z 0 Sat Apr 29, 3:45 AM Q

“ vmware

File Edit Miew Places Help

20
Copying files
ol VMWare_Server
ex.p] Files copied: lofl jle Edit View Places Help
Copying: VMware-server-e.x.p-22874.i386.rpm ' E
From: /media/usbdisk/\VMWare/\VMWare_Server VMwareslerver— VMWar&Lserverflmuxf
e.x.p-22874.i386.rpm client-e.x.p-22874.zip
To: /tmp/vmware

ymware v 1 item, Free space: 8.3 GB

VMWare_Server v "VMware-server-e.x.p-22874.i386.rpm" ¢

= VMWare_Server

= [System Menitor]

Figure 6-2

6. Change to the ‘/tmp/vmware' directory to verify the copy process is successful.
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& Applications Actions %’i%

Computer 7 e “ /
S - L e
vmware
i o Eile Edit View Places Help

rogt's Home @

VMware-server-
e.X.p-22874.i386.rpm

vmware ¥ 1 item, Free space: 8.

é 7 vmware = [System Monitc

3GB

Figure 6-3

Text Based Installation and Configuration

7.

Run RPM specifying the installation file.
rpm -Uhv VMware-<XXX>.rpm

@ saiapras, 3464 Q

VMware-<XXX>.rpm is the installation file, in place of <XXX> the file name contains humbers that

correspond to the version and build.
& Applications Actions %(’\%

- @ satApr2o, 3472M Q

File Edit View

q [root@localhost
[root@localhost
[root@localhost
gconfd-root

8 keyring-d22sRc
keyring-EqVHx3
keyring-LalzfX
[root@localhost
[root@localhost
VMware-server-e.
[root@localhost

root@ |ocalhost:/tmp/vmware
Terminal Tabs Help

~1# cd ..

J1# ed \tmp

tmpl# dir

keyring-uEYFEU ssh-cKMvxA3198
keyring-XDfdX1 wvmware xses-root.15aPG4
mapping-root vmware-configl xses-root.QLEz5j
orbit-root xses-root.belTgk xses-root.TIxbUi
tmp]# cd vmware

vmware]# dir

xX.p-22874,1386.Tpm

vmware]# rpm -Uhv VMware-server-e.x.p-22874.1386.rpm I

xses-root.kwXCOt

é = [System Monitor. root@ localhost:A

Figure 6-4
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RPM installation processing...

pplications ctions | = é at Apr 29, 3:
& Applicati Acti ) &5 : Sat Apr 29, 3:47 AM

root@ |ocal host:/imp/vmware
File Edit Vjew Terminal Tabs Help

~1# cd ..
[root@localhost /1# ed “\tmp
[root@localhost tmpl# dir
gconfd-root keyring-uEYFEU ssh-cKMvxA3198 xses-root.kwXCOt
B keyring-d22sRc  keyring-XDfdX1l wmware xses-root.15aPG4
keyring-EqVHx3 mapping-root vmware-configl xses-root.(QLEz5]
keyring-LalzfX orbit-root xses-root.belTgk xses-root.TIxbUi
[root@localhost tmpl# cd vmware
[root@localhost vmware]# dir
VMware-server-e.x.p-22874.i386.Tpm
[root@localhost vmwarel# rpm -Uhv VMware-server-e.x.p-22874.1i386.rpm
Preparing...
1:VMware-server

= [System Monitor root@ localhost:f

Figure 6-5

Run the configuration program from the command line.
vmware-config.pl
Note: Use vmware-config.pl to reconfigure VMware Server whenever you upgrade your Linux
kernel. It is not necessary to reinstall VMware Server after you upgrade your kernel.

Note: You can also use vmware-config.pl to reconfigure the networking options for VMware
Server - for example, to add or remove host-only networks.

Press Enter to read the End User License agreement (EULA). Read through the agreement by
pressing the Spacebar, and type Yes to accept the agreement (as Figure 6-7 shows).
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& Applications Actions %"%

& Applications Actions ”% é 0 Sat Apr29, 3:49 AM Q

é = [System Monitor root@ localhost:A

t@ localhost:/tmp/vmware

8 File Edit View Terminal Tabs Help

You must read and accept the End User License Agreement to continue.
Press enter to display it.

VMWARE, INC.
SOFTWARE BETA TEST AGREEMENT

Notice to User:

This Seftware Beta Test Agreement is a CONTRACT between you (either an
individual or a single entity) and VMware, Inc. (VMware), which covers your
use of the VMware beta software product that accompanies this Software Beta
Test Agreement and related software components, which may include associated
media, printed materials, and "online" or electronic decumentation. All such
software and materials are referred to herein as the "Beta Software." If you
do not agree to the terms of this Software Beta Test Agreement, then do not
install or use the Beta Software. By explicitly accepting this Software Beta
Test Agreement, however, or by installing, copying, downloading, accessing,
or otherwise using the Beta Software, you are acknowledging and agreeing to
be bound by the following terms.

1. DEFINITIONS.

(a) "Beta Software" shall mean the beta version of VMware's software,
in
object form only, excluding any Open Source Software provided with the such
software, and the media and Documentation provided by VMware to Licensee and

Figure 6-6

i Tad ot
¥

e -

root@ localhost:/ftmp/vmware
8 File Edit View Terminal Tabs Help

(d) Modificatien. This is the entire agreement between the parties
relating to the subject matter hereof and all other terms are rejected. No
waiver or modification of this Agreement shall be valid unless in writing signed

" by each party. The waiver of a breach of any term hereof shall in no way be
construed as a waiver of any term or other breach hereof. If any provision of
this Agreement is held by a court of competent jurisdiction to be contrary te
law the remaining provisions of this Agreement shall remain in full force and
effect.

8. CONTACT INFORMATION. If you have any questions about this Software
Beta Test Agreement, or if you want to contact VMware for any reason, please
direct all correspondence to: VMware, Inc., 3145 Porter Drive, Palo Alte, CA
94304, United States of America or email info@vmware.com.

VMware is a trademark of VMware, Inc.

Do you accept? (yes/no) yes

Thank you.

Configuring fallback GTK+ 2.4 libraries.

In which directory do you want to install the mime type icons?

@ saiapr2g, 340am Q

(]

[/usr/share/icons]

é = [System Monitor root@ localhost:f

11. The remaining prompts are worded in such a way that, in most cases, the default response is

appropriate.

Figure 6-7

Note: if you do not enable host-only networking when you install the software, you can not allow
a virtual machine to use both bridged and host-only networking.

12. As shown in Figure 6-8, configure the networking for your virtual machines.
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m  If you want to use any type of networking with virtual machines, answer Yes to this prompt:

Do you want networking for your virtual machines?

Bridged networking is always enabled if you enable networking.

B To enable NAT, answer Yes to the following prompts:

Do you want to be able to use NAT networking in your virtual machines?

Do you want this script to probe for an unused private subnet?

This allows you to connect your virtual machines to an external network when you have only
one IP network address on the physical network, and that address is used by the host computer.

B To enable host-only networking, answer Yes to the following prompts:

Do you want to be able to use host-only networking in your virtual machines?

Do you want this script to probe for an unused private subnet?

Host-only networking allows for networking between the virtual machine and the host

operating system.

& Applications Actions = % o Sat Apr 29, 3:50 AM Q

1{';

¥
L -
root@ localhost:/ftmp/vmware
'8 File Edit View Terminal Tabs Help

Do you want networking for your virtual machines? (yes/no/help) [yes]
Configuring a bridged network for vmnetO.

The following bridged networks have been defined:

. wvmnet0 is bridged to ethO

All your ethernet interfaces are already bridged.

Do you want to be able to use NAT networking in your wirtual machines? (yes/no)
[ves]

Configuring a NAT network for vmnet8.

Do you want this program to probe for an unused private subnet? (yes/no/help)
[yes]

Probing for an unused private subnet (this can take some time)...
Either your host is not connected to an IP network, or its network

configuration does not specify a default IP route. Consequently, the subnet
172.16.85.0/255.255.255.0 appears to be unused.

2 = [System Monitor root@ localhost: i

Figure 6-8

13. Enter your VMware Server serial number exactly as it appears (with hyphens) in the email message

you received from VMware. When you enter the serial number, it is saved in your license file.
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& Applications Actions %"% 2 0 Sat Apr 29, 3:50 AM Q

@ localhost:/tmp/vmware

'8 File Edit View Terminal Tabs Help

Building the VMware VmPerl Scripting API.

Setup is unable to find the "gecc" program on your machine. Please make sure it
is installed. Do you want to specify the location of this program by hand?
[yes] n

Using compiler "". Use environment wvariable CC to override.

Unable te install the VMware VmPerl Scripting API.A C compiler is required te in
stall the API.

Generating SSL Server Certificate

In which directory do you want to keep your virtual machine files?
| [/var/lib/vmware/Virtual Machines]

The path "/var/lib/vmware/Virtual Machines" does not exist currently. This
program is going to create it, including needed parent directories. Is this

what you want? [yes]

Please enter your 20-character serial number.

Type XXNAX-NAXNXX-NAXXX-NXXXX or 'Enter' to cancel:

é 4 [System Monitor | Bl root@localhost:/l E

Figure 6-9

14. The configuration program displays a message indicating the configuration completed successfully.

If this message is not displayed, run the configuration program again.

& Applications Actions ’33 % 0 Sat Apr 29, 3:50 AM Q

'8 File Edit View Terminal Tabs Help

In which directory do you want to keep your virtual machine files?
[/var/lib/vmware/Virtual Machines]

| The path "/var/lib/vmware/Virtual Machines" does not exist currently. This
program is going to create it, including needed parent directories. Is this

what you want? [yes]

Please enter your 20-character serial number.

Type XEXNXX-XAXXXX-NXXXX-XXXXX or 'Enter' to cancel: -Q87C0-41LVX

Starting VMware services:
Virtual machine monitor
Virtual ethernet
Bridged networking on /dev/vmnet(
Host-only networking on /dev/vmnetl (background)
Host-only networking on /dev/vmnet8 (background)
NAT service on /dev/vmnet8

The configuration of VMware Server e.x.p build-22874 for Linux for this running
kernel completed successfully.

[root@localhost vmware]#

é = [System Monitor root@ localhost:f E

Figure 6-10

15. When done, exit from the root account.

16. Run the software from system tools directory.
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Appl AN Actions %C% 2 0 Sat Apr29, 3:51 AM Q
% Accessories i)
@ Graphics
& Internet

@ Preferences
) Sound & Video

@ System Settings

@ Archive Manager
g Configuration Editor

@ File Browser

@ Help

Eﬁ Network Servers

@ Disk Management
Q Floppy Formatter

& Hardware Browser

usbdisk

& Network Device Control
@ Red Hat Nework

€ Red Hat Network Alert Icon
@ System Logs

System Menitor

E?, VMware Server

= [System Monitor,

Figure 6-11

17. You will get a prompt asking you to select the VMware host, select Local Host if you just want to
access virtual machines on the local computer.

& @ satapr20, 351aM Q

v Home - VMware Server Console (e.x.p build-22874) =] 5] %

File Edit Miew Heost VM Tabs Help

E s B & B &

& Applications Actions

Power Off Suspend Power On Reset Snapshot Revert Full Screen Quick Switch
Connect to Host
Inventory
VMware Server Console
) Select the VMware host that you want to connect to.
D s To access virtual machines on the local computer you are using,
select 'Local host'. Te access virtual machines on a networked host,
select 'Remote host' and enter the host name and a valid user name
and password. 1 to virtual machines
rtual machine is
® Local host petworking, memory
ves you full control
) Remate host R LT
Host name: ‘ | “ |
User name: ‘ |
Password: ‘ |
| #® Cancel ‘ | Connect |
é & [System Monitor] | root@ localhost:/tmp/vmware |Eﬂ Home - VMware Server Cansule‘@
Figure 6-12

18. [Initial graphic interface for VMware Server.
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& Applications Actions %@ 2 O Sat Apr 29, 3:51 AM Q

localhost.localdomain - VMware Server, Console (e.x.p build:22874)
File Edit View Hest VM Tabs Help

Dn[)?._f‘.“\@ @ | & &

Power Off Suspend Power On Reset Snapshot Revert Full Screen Quick Switch

Inventory * @ localhost.localdomain x|

localhost.localdomain

State: Connected

| {51 Create a new virtual machine | The VMware Server Console lets you connect to virtual
machines that run on VMware Server systems. Each
| virtual machine is equivalent to a physical server with
storage, networking, memory and devices. The VMware
Server Conscle gives you full contrel over virtual
| machines, including keyboard, video and mouse

| £ Open a virtual machine

RS

| 3¢ Edit host settings

interactivity.
| [E [Switch to a different host |
EI? & [System Monitor] | root@ localhost:/tmpfvmware | localhost.localdomain - VMware ‘E-.-
Figure 6-13
19. Product information for VMware Server.
& Applications Actions %@ 2 0 Sat Apr 29, 3:52 AM Q

v J 5 X -] %
D s Preduct Information

File Edit View Ha

Product: VMware Server Console

ol Version: e.x.p build-22874

o ErCHIgSEoped License Information

® |ocalhost.localdomair

User name:
Company:
License type: Site
License Expiration: 8/7/2006
Product Expiration: 6/16/2006

Commands ) . "
Additional Information
i . n on VMware Server
{51 Create a new vinu Hostname: localhost.localdomain

rage, networking,

Memory: 248 MB over virtual
{7 Open a virtual mag Host OS version: 2.6.9-22.ELsmp
Current Ul log file: /tmp/vmware-root/ui-4104.log
28 Edit host settings
[ [Switch to a differe Copyright © 1998-2006 VMware, Inc. All rights reserved.

Protected by one or more U.S. Patent Nos.

6,397,242, 6,496,847, 6,704,925, 6,711,672, 6,725,289,
6,735,601, 6,785,886, 6,789,156, 6,795,966, 6,880,022,
6,944,699, 6,961,806 and 6,961,941; patents pending.

VMware, the VMware "boxes” logo, Virtual SMP and VMotion are
registered trademarks or trademarks of VMware, Inc. in the United States
and/or other jurisdictions.

State: Connected

All other marks and names mentioned herein may be trademarks of their

respective companies. Local host

& [System Maonitor] | root@localhost:/tmp/vmware | localhost.localdomain - VMware ‘m
Figure 6-14

B
E
=
=

20. You can change your serial number using the option in menu “Help->Enter Serial Number”.
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& Applications Actions %@ 2 0 Sat Apr 29, 3:52 AM Q

i localhost.localdomain - VMware Server Console (e.x.p build-22874) = | 8%
File Edit View Hest VM Tabs Help

DDDE‘@ @ | & &

Power Off Suspend Power On Reset Snapshot Revert Full Screen Quick Switch

® |ocalhost.localdomain % |

localhost.localdomain

State: Connected

Commands )
Please enter your 20 character serial number, name, and company name.
1 Create a new virtual ma 3
(Bt anen vl m e mmber [ | - - el
=7 Open a virtual machine Name: | | [ AL LY
38 Edit host settings Company name: | |
[E [Switch to a different ho:

Enter, Serial Number

at run on VMware Server

| Get Serial Number... | ‘ R Cancel | | @ 0K |
Local host
EI? & [System Maonitor] | root@localhost:/tmp/vmware | localhost.localdomain - VMware ‘ ‘ |
Figure 6-15

21. Installation and configuration completed, you can create new virtual machines with Linux based
VMWare Server now.

& Applications Actions %@ % 0 Sat Apr 29, 3:51 AM Q
hd localhost.localdomain - VMware Server Console (e.x.p build-22874) ==
Eile  Edit New Virtual Machine Wizard
Welcome to the New Virtual Machine Wizard \\
Power Off \?
Inventory

‘D This wizard will guide you through the steps of creating a new virtual machine. o

0N -

D virtual

Each

VMware Server r with
CONSOLE VMware

‘ # Cancel || 4 Back H B> Next |

al host

& [System Monitor] | root@ localhost:/tmp/vmware | localhost.localdomain - VMware ‘ ‘ |
Figure 6-16
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