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About this Document 

Document Purpose 
This document describes how to <to be completed when bulk of document is completed.> 

Intended Audience 
This guide is intended for systems integrators with a strong technical background in Linux 
system administration as well as Lustre file system deployment and management.  

It is expected that readers have: 

• Experience administering file systems and storage infrastructure, and familiarity with 
storage concepts such as RAID, SAN, and LVM. 

• System management experience sufficient to install and configure a storage platform 
compatible with the requirements as defined in this guide. 

• Proficiency in setting up, administering, and maintaining computer networks, including 
Ethernet, TCP/IP and InfiniBand where necessary. Some knowledge of Lustre networking 
(LNET) is required. 

• Some experience with installing and managing Lustre file systems. 
 

This document is not intended for end-users or application developers. 

Conventions Used 
<To be further completed when bulk of document is completed.> 

Conventions used in this document include:  

• # preceding a command indicates the command is to be entered as root 
• $ indicates a command is to be entered as a user 
• <variable_name> indicates the placeholder text that appears between the angle 

brackets is to be replaced with an appropriate value 

Related Documentation 
• Intel® Enterprise Edition for Lustre* Software, Version 3.0.0.0 Release Notes 

• Intel® Manager for Lustre* Software User Guide 

• Hierarchical Storage Management Configuration Guide 

• Configuring LNet Routers for File Systems based on Intel® EE for Lustre* Software 

• Installing Hadoop, the Hadoop Adapter for Intel® EE for Lustre*, and the Job Scheduler 
Integration  
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• Creating an HBase Cluster and Integrating Hive on an Intel® EE for Lustre® File System 

• Creating a High-Availability Lustre* Storage Solution over a ZFS File System 

• Upgrading a Lustre file system to Intel® Enterprise Edition for Lustre* software (Lustre 
only) 

• Creating a Scalable File Service for Windows Networks using Intel® EE for Lustre* 
Software 

• Intel® EE for Lustre* Hierarchical Storage Management Framework White Paper 

• Architecting a High-Performance Storage System White Paper 
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What is Multi-Rail? 
LNet currently supports one NID (network interface device) per node.  This can represent a 
bandwidth bottleneck for Lustre nodes that are equipped with multiple CPUs and place heavy 
demands on LNet.  Generically, multi-rail is a computer networking arrangement in which two 
or more network interfaces to a single network on a computer node are employed, to achieve 
increased throughput and redundancy. Multi-rail can also be where a node has one or more 
interfaces to multiple, even different kinds of networks, such as Ethernet, Infiniband, and Intel® 
Omni-Path. For Lustre clients, Multi-rail generally presents the combined network capabilities 
as a single LNet network.  Peer nodes that are multi-rail capable are established during 
configuration, as are user-defined interface-section policies.   

Configuring Multi-Rail 
Every node using multi-rail networking needs to be properly configured. Multi-rail uses lnetctl 
and DLC for configuration.  Configuring multi-rail for a given node involves two tasks: 

1. Configuring multiple network interfaces present on the local node. 

2. Adding remote peers that are multi-rail capable (are connected to one or more 
common networks with at least two interfaces). 

Configure Multiple Interfaces on the Local Node 
The lnetctl command is normally used to configure LNet interfaces.  Following are 
lnetctl command parameters that are used to configure multi-rail interfaces for the local 
node.   

http://wiki.lustre.org/images/b/bb/Multi-Rail_High-Level_Design_20150119.pdf 

https://cug.org/proceedings/cug2016_proceedings/includes/files/pap153.pdf 

 

From the lnetctl command we have these parameters: 

net add: add a network 
        --net: net ID (e.g. tcp0) 
        --if: physical interface (e.g. eth0) 
        --ip2net: specify networks based on IP address patterns 
        --peer-timeout: time to wait before declaring a peer dead 
        --peer-credits: define the max number of inflight messages 
        --peer-buffer-credits: the number of buffer credits per peer 
        --credits: Network Interface credits 
        --cpt: CPU Partitions configured net uses (e.g. [0,1]) 

http://wiki.lustre.org/images/b/bb/Multi-Rail_High-Level_Design_20150119.pdf
https://cug.org/proceedings/cug2016_proceedings/includes/files/pap153.pdf
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With multi-rail,  

• --net - specifies the network type and number. Specifically, tcp specifies Ethernet, 
o2ib specifies Infiniband, and gni specifies?  Note that this no longer needs to be 
unique, because multiple interfaces can be added to the same network.  

• --if  - the same interface per network can be added only once, however more than 
one interface can be specified (separated by a comma) for this node.  For example: 
eth0,eth1,eth2 
 

Following is the syntax for the lnetctl command to create a network interface with 
configuration parameters: 

lnetctl > net add -h 
Usage: net add --net <network> --if <interface> [--peer-timeout <seconds>] 
        [--ip2nets <pattern>] 
        [--peer-credits <credits>] [--peer-buffer-credits <credits>] 
        [--credits <credits>] [--cpt <partition list>] 

 From YAML 
net: 
  - net type: <network> 
   local NI(s): 
     - nid: <nid> 
       tunables: 
        peer_timeout:  <Int. Timeout before consider a peer dead> 
        peer_credits: <Int. Transmit credits for a peer> 
        peer_buffer_credits: <Int. Credits available for receiving msgs> 
        credits: <Integer. Network Interface credits> 
        tcp bonding: <0 - use Multi-Rail. 1 - Use existing TCP bonding> 

        CPT: "[<comma separated CPT>]" 
 

Example of YAML net show 
lnetctl net show -v 
 
net: 
    - net type: lo 
      local NI(s): 
        - nid: 0@lo 
          status: up 
          dev cpt: 0 
          statistics: 
              send_count: 0 
              recv_count: 0 
              drop_count: 0 
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          tunables: 
              peer_timeout: 0 
              peer_credits: 0 
              peer_buffer_credits: 0 
              credits: 0 
              tcp bonding: 0 
              CPT: "[0,1,2,3]" 
    - net type: tcp 
      local NI(s): 
        - nid: 192.168.122.199@tcp 
          status: up 
          dev cpt: -1 
          statistics: 
              send_count: 7845 
              recv_count: 7047 
              drop_count: 0 
          tunables: 
              peer_timeout: 180 
              peer_credits: 8 
              peer_buffer_credits: 0 
              credits: 256 
              tcp bonding: 0 
              CPT: "[0,1,2,3]" 
        - nid: 192.168.122.199@tcp 
          status: up 
          interfaces: 
              0: eth0 
          dev cpt: -1 
          statistics: 
              send_count: 4327 
              recv_count: 2036 
              drop_count: 0 
          tunables: 
              peer_timeout: 180 
              peer_credits: 8 
              peer_buffer_credits: 0 
              credits: 256 
              tcp bonding: 0 
              CPT: "[0,1,2,3]" 
 

Deleting Network Interfaces 
To remain backward compatible, two forms of the delete command command have been 
implemented.  The first delete command deletes the entire network and all network interfaces 
under it.  The second delete command deletes a single network interface: 
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lnetctl > net del -h 
net del: delete a network 
Usage: net del --net <network> [--if <interface>] 
  

where: 
  
 --net: net name (e.g. tcp0) 
 --if: interface name. (e.g. eth0) 

 

The --if option can specify a comma separated list of interfaces to be removed. If the --if 
is omitted then the entire network is deleted. 

 

Example 
lnetctl net del --net tcp --if eth0 

 

This can be achieved through YAML by the exact same YAML block shown above. 

Adding Remote Peers that are Multi-Rail Capable 
When configuring peers, use the –key_nid option to specify the key or primary nid of the 
peer node.  Then follow that with the --nid option to specify a set of comma separated NIDs. 

The --key-nid (primary nid for the peer node) can go unspecified.  In this case, the first 
listed NID in the --nid option becomes the primary nid of the peer. 

lnetctl > peer add -h 
Usage: peer add --key_nid <nid> --nid <nid[, nid, ...]> 
 

where: 
peer add: add a peer 
        --key_nid: Key or primary NID of the peer 
        --nid: comma separated list of peer nids (e.g. 10.1.1.2@tcp0) 

Example 
lnetctl peer add --key_nid 10.10.10.2@tcp --nid 
10.10.3.3@tcp1,10.4.4.5@tcp2 

lnetctl peer_add --nid 10.10.10.2@tcp,10.10.3.3@tcp1,10.4.4.5@tcp2 
 

Using YAML to Configure Peers 
peer: 
    - primary nid: <key or primary nid> 
      Multi-Rail: True 
      peer ni: 

mailto:10.10.10.2@tcp,10.10.3.3@tcp1,10.4.4.5@tcp2
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        - nid: <nid 1> 
        - nid: <nid 2> 
        - nid: <nid n> 

 

As with all other commands, the result of the show command can be used to configure or 
delete the peer: 

lnetctl peer show -v  

 

Example 
peer: 
    - primary nid: 192.168.122.218@tcp 
      Multi-Rail: True 
      peer ni: 
        - nid: 192.168.122.218@tcp 
          state: NA 
          max_ni_tx_credits: 8 
          available_tx_credits: 8 
          available_rtr_credits: 8 
          min_rtr_credits: -1 
          tx_q_num_of_buf: 0 
          send_count: 6819 
          recv_count: 6264 
          drop_count: 0 
          refcount: 1 
        - nid: 192.168.122.78@tcp 
          state: NA 
          max_ni_tx_credits: 8 
          available_tx_credits: 8 
          available_rtr_credits: 8 
          min_rtr_credits: -1 
          tx_q_num_of_buf: 0 
          send_count: 7061 
          recv_count: 6273 
          drop_count: 0 
          refcount: 1 
        - nid: 192.168.122.96@tcp 
          state: NA 
          max_ni_tx_credits: 8 
          available_tx_credits: 8 
          available_rtr_credits: 8 
          min_rtr_credits: -1 
          tx_q_num_of_buf: 0 
          send_count: 6939 
          recv_count: 6286 
          drop_count: 0 
          refcount: 1           
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Deleting a Peer 
Use the following command to delete a peer: 
 

lnetctl > peer del –h 
  

where: 

# key_nid should always be specified. The key_nid identifies the peer. If the key_nid is 
the only one specified, then the entire peer is deleted. 

peer del: delete a peer 
--key_nid: key_nid of the peer 
--nid: comma separated list of peer nids (e.g. 10.1.1.2@tcp0)         

Examples 
To delete 10.10.10.3@tcp: 

lnetctl peer del --key_nid 10.10.10.2@tcp --nid 10.10.10.3@tcp 

 

To delete the entire peer: 

lnetctl peer del --key_nid 10.10.10.2@tcp 

 

Notes on Network and peer interaction 
A peer can have some of its interfaces on a non-local network. These network interfaces are 
identified as not configured and will not be used. 

After a network/interface is configured, it becomes available to the Multi-rail pool of network 
interfaces.  If a network is deleted, all peer network interfaces present on that peer are 
removed. 

ip2nets   
Multi-rail deprecates the kernel parsing of ip2nets. ip2nets patterns are matched in user space 
and translated into Network interfaces to be added into the system. 

The first interface that matches the IP pattern will be used when adding a network interface. 

If an interface is explicity specified as well as a pattern, the interface matched using the IP 
pattern will be sanitized against the explicitly-defined interface. 

For example, tcp(eth0) 192.168.*.3 and there exists in the system eth0 == 
192.158.19.3 and eth1 == 192.168.3.3, then the configuration will fail, because the 
pattern contradicts the interface specified. 
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A clear warning will be displayed if inconsistent configuration is encountered. 

To configure ip2nets 
You could use the following command to configure ip2nets: 

lnetctl import < ip2nets.yaml 

 

Example 
ip2nets: 
  - net-spec: tcp1 
    interfaces: 
         0: eth0 
         1: eth1 
    ip-range: 
         0: 192.168.*.19 
         1: 192.168.100.105 
  - net-spec: tcp2 
    interfaces: 
         0: eth2 
    ip-range: 
         0: 192.168.*.* 
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