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1.1 Summary of Contents

¢ |nstall the RAID Software Suite onto an Existing Linux Server
— Rebuild the Kernel with 1,0 Support

— Activate the 1,0 Subsystem
RAID Software Overview

— RAID Configuration Services
— RAID Configuration Services Administration
— RAID Storage Console

— IRVIEW
Using the RAID Software Suite

— Using RAID Configuration Services Administration
— Configure aRAID Volume in aLinux System
— Monitor the Status of the RAID Subsystem

— Uninstalling RAID Software Suite
* Booting to Red Hat Linux on an |,0 RAID Volume

— Method 1 - MBR on Primary IDE

— Method 2 - MBR on 1,0 RAID Volume
Technical Notes

— Linux Dynamic Block Device Limitations
Miscellaneous Notes

1.2 Software Requirements

e Linux RAID Software Suite CD-ROM
— Linux Kernel 1,0 Support (open source)*
— RAID Storage Console / RAID Configuration Services

— Utility tools (Command Line tool: irview)
¢ Red Hat Linux 6.x (installed on your machine)
* Root access on the Linux server
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e Hard disk space: Minimum 20 MB

*The 1,0 kernel modules were devel oped as an Open Source project. These modules were
developed for two kernel versions: 2.2.x (current stable versions) and 2.3.x (devel opment
version leading to 2.4 version). The modules can be obtained along with the latest kernel
sources from ftp://ftp.kernel .org/pub/linux/kernel/ . We suggest you obtain the very latest
modules. This CD-ROM contains the 2.2.x version of the | ,O modules.

1.3 Install the RAID Software Suite onto an Existing
Linux Server

1.3.1 Installation
1. Placethe Linux RAID Software Suite CD-ROM in the CD-ROM Drive. If the
installation does not automatically begin, then mount the CD-ROM:
$ mount /dev/cdrom /mmt/cdrom
and run the install script:
$/ imt / cdrom aut or un
If an X Windowsis not available, then run the install script:
$/ mt/cdronlinstall

2. Install the software. Select Yes to continue the installation. Select No to cancel the
installation. See Figure 1-1.

Note: Ignore warning messages printed out on the console during installation. If the
install script detects afatal failure, it will automatically exit the program.

Figure 1-1. Installation Confirmation

£ RalD Scityare Suite [nstell =]

Linwz Lnkel lategrated =FLI setup

Fun Zhe setup pracan sfich w1l 1nstall
anftuare “n~ Tntal “nkegrabed RATH 2
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3. Install the kernel sources with 1,0 support (supplied with the CD-ROM). Note: check
Linux kernel source sites for the latest Kernel source code (later than Linux 2.2.15).
See Figure 1-2.

a. If you select Yes, the screen in Figure 1-3 appears. When you install the kernel
sources supplied by the installation program, then the sources are unpacked in the
/ usr/ sr c directory and appropriately linked to the/ usr/ sr c/ Li nux directory.

b. If youwishtoinstall source code later than Linux 2.2.15, select No. The screenin
Figure 1-4 appears. The source code on the CD-ROM is not installed and the
remaining components of the software suite are installed.

Figure 1-2. Install the Kernel Sources

Suite Instell

Lirus [heel Iategrated IFID Setup

This script zezs vp RAID Soltus-e Suite
on your Lirws mackine,

It will uncomprozz thz latzst lornel sourzce with
I20 support 10 Jazrss~cd directary.

If jyou have sources of Kerael greate~ than version
2,215, you can skip EFiz step.

Contimie with irstal ling ren <ernel snocres 7

Figure 1-3. Install Kernel Sources from Install Program

NalD Scftrare Suite Instell

[MFD:
The Mew Kerrel we-zton will Ee 7 2,2,14

The mew herne] sources will Ee ak
Auzrdereslinux-z,. 2, 14
ard lirked tn Auscf=rcd 1 me

Flease walz,,,., Jrcomaressicg tie ned kerael
sources, |hizs may take 2 vhile.

RAID Software Suite for Linux User's Guide Rev 1.001 1-7



Install the RAID Software Suite onto an Existing Linux Server I n

Figure 1-4. Bypass Installation of Kernel Source Code

RalD Scfovare Suite Instell =]

The installation of ke~rel scurczs suzpl:ed with this CI
will not be inszalled ar your nazkine,

NOTE2 ‘ou will HEZL a cernel (grzzter than wersion 2,2 15
with [20 supporz 2elors gou can aze tae BAILD So tware Suize,
please get the latest <ernel from & httpl/“wuu,kernel .org”

Procceding with tac tnztallation of obbor zcmponontz of

“he RAID Software Suitz,

4. Install version 1.0.5 or alater version of Kaffe Java. Check the version of Kaffe
installed on your machine, with the command "rpm -q kaffe". If your version of Kaffe
Javais later than 1.0.5, then select No, otherwise select Yes. See Figure 1-5. Note: to
use the RAID Configuration Service, you must have "Java Runtime Environment"
installed on your machine. Kaffe is an open-source Javainitiative, which isalso
supplied with Red Hat Linux.

Figure 1-5. Install Java

NalD Scftrare Suite Instell

AL Lontiqaratiar Se~wices

The RAID Conligu-st:oq seryer nzeds blre latest wersion

of Java runtime srvirarment to ~Ln.

TF ynis zay "ue=" Fe'na. KaFfe Taua wars-nn 10,6 will

b installed,

If you have a neser varsion of szffe (httas/dwiw, ka*fe,org’s ©
o Java runtime creirarment . 4oL can =ay “ho” below, :

The exzcuzsble "jeva" shoulc alsec be im gau- PRTI
varlable,

Install Kaffc worsion 1,0,3 7

5. Complete the installation by clicking on OK in the screens.
6. Rebuild the kernel. See Section 1.3.2.

7. Complete theinstallation by starting RAID Configuration Services (see
Section 1.4.1.) and configuring RAID volumes using RAID Storage Console (see
Section 1.4.3.).
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1.3.2 Rebuild the Kernel with 1,0 Support

The Linux RAID Software Suite installation program will install the latest kernel source
with 1,0 supportinthe/ usr/ src/ | i nux directory. You must rebuild the kernel with 1,0
support. 1,0 support can be either statically linked with the kernel or it can be built as
kernel modules. The kernel can be built with many options and should be customized for
your particular machine.

1. Typethefollowing at the command line:
$ cd /usr/src/linux
then

$ make xconfig

The screen in Figure 1-6 appears.

Figure 1-6. Linux Kernal Configuration

= Linux Kernel Confguration [E=E
Code maturity level options | 120 device support Jount |
Processor type and fealures | Metwrork device support Kornel hacking |
Laadable madule support | Amateur Radio support
General setup IrDA {infrared) support

Plug and Play Support

dave and Exit

Hetworking options Character devices Quit Without Soeving

Telephomy Support Rlesystems

Console drivers

|
|
|
|
ISDH subsystem |
|
|
|
|

|
|
Block devices | Old CD-ROM drivers (not 3C31, not IDE)
|
|
|

|
|
Load Configuration from Fie |
|

3C31 support Store Configuration to Fle

2. Configure 1,0 support. Click on the 1,0 support button on the Kernel Configuration
screen. See Figure 1-6.

a Enable |,0 support in the kernel. Select one of the following methods:

—Statically build 1,0 support into the new kernel. Select "y" to the relevant 1,0
choices. See Figure 1-7.

—Build the 1,0 support as kernel modules. Select "m" to the relevant 1,0
choices. See Figure 1-8.

To be able to use the RAID Software Suite, two components of 1,0, 1,0 PCI
support and 1,0 Block OSM, are required. Other components are optional .
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Figure 1-7. Configuring 1,0 Support in the Kernel

|20 device support

120 device support |

|0 va mHv n|| 120 support | Help |

|0 va man“ 120 PCI support | Help |

|0 vaman“ 120 Block OSM | Help |

vy |~ m | %n| roscsiosMm | Hep |

Main Menu | Hext | Prev |

Figure 1-8. Configuring 1,0 Support as Kernel Modules

| 120 device support =B

120 device support |

|v yHO- mHv n|| 120 support | Help

| v % m| . n| roPcisupport | Help

| v % m|.n| oBockosM | Help

| v~ m|%n| rRoscsiosm | Hep

Main Menu | Hext | Prev |

3. Once you have completely configured the kernel, save your configuration and build
the kernel and modules as appropriate.

$ make dep

$ make clean

$ make bzl nage

$ cp /usr/src/linux/boot/arch/i386/bzlmge /boot/vm inuz-
your | abel

$ make nodul es

$ make nodul es_i nst al

Additional reading for configuring and rebuilding the Linux kernel:
lusr/src/linux/README

Linux Kernel Configuration HOWTO at http://www.linuxdoc.org/HOWTO/K ernel -
HOWTO.html

4, Makerelevant changesto/etc/ il o. conf per thefollowing example:

Before example:
i mage=/boot/vm i nuz-2.2.12-20

1-10 RAID Software Suite for Linux User's Guide Rev 1.001
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| abel =l i nux
initrd=/boot/initrd-2.2.12-20.ing
read-only

r oot =/ dev/ hda2
After example:

i mge=/ boot/vm i nuz- 2. x. x-1 abel

| abel =yl abel
initrd=/boot/initrd-2.2.12-20.ing
read-only

root =/ dev/ hda2

5. Run/sbin/lil o.SeeLinux Loader (LILO) HOWTO at http://www.linuxdoc.org/
HOWTO/mini/LILO.html for more information.

6. Reboot your machine and load the new kernel.

7. If you build I,0 support with kernel modules, you must activate the | ,O subsystem as
described in Section 1.3.3.

1.3.3 Activate the 1,0 Subsystem

If you built the | ,0 support statically into the kernel, then the RAID controller card will be
automatically detected at bootup.

If you built the kernel with 1,0 support as kernel modules, you must load the kernel
modul es.
1. Run the following commands:
$ nodprobe i20_bl ock
then
$ nodprobe i20_config
2. Confirm that the modules were |oaded properly using the | snod command.
Type the following on the command line: $ | snod
The following output appears.

Modul e Size Used by

i 20_config 6576 0

i 20_bl ock 23476 1

i 20_core 36016 0 [i20_config i20_block]
i 20_pci 2368 1 [i20_core]

For more information on Linux Kernel modules read /usr/src/linux/Documentation/
modul es.txt

RAID Software Suite for Linux User's Guide Rev 1.001 1-11
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1.4

1.4.1

1.4.2

1.4.3

1-12

RAID Software Overview

RAID Configuration Services

The RAID Configuration Services allow you to configure your RAID volumes, disks and
arrays. You must start RAID Configuration Services before configuring your RAID
volume. Type the following at the command line;

$ /opt/iir/bin/iird start | stop | restart

Access the RAID Configuration Services Administration through the shortcut located off
of the system branch of your GNOME/KDE start menu.

This program may be called from any of thei ni t scripts at boot-up and shutdown time.
However, the RAID Configuration Services are only required to run when you are
configuring the RAID subsystem with RAID Storage Console. Once the RAID subsystem
configuration is completed, you may wish to stop RAID Configuration Services to free
system resources.

RAID Configuration Services Administration

The RAID Configuration Services Administration utility is used to configure parameters
of the RAID Configuration Services. This X Windows program provides the ability to
manage user access, TCP/IP port settings, and remote access of the RAID Configuration
Services.

An aternative to using the RAID Configuration Services Administration utility isto
manually editthe/opt/iir/iirserver/etc/config.iir textfileandresart the
RAID Configuration Services.

RAID Storage Console

The RAID Storage Consoleisan HTML-based configuration utility that is used to
configure the RAID subsystem. The RAID Storage Console can be accessed locally or
remotely.

Local

Access the local RAID Storage Consol e through the shortcut located off of the system
branch of your GNOME/KDE start menu.

Remote

The RAID Storage Console can also be accessed remotely. If you want to access it
remotely, use aweb-browser and point it to:

htt p:// host nane: 960/

RAID Software Suite for Linux User's Guide Rev 1.001
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The RAID storage console is under restricted access. For authorized access, use the
following initial username/password pair: r oot / r oot

Warning: Change the default password and /or username immediately after the
installation. Failing to do so is a security risk. Refer to Section 1.5.1 for instructions.

Seethe RAID Controller User’s Manual for a complete description of the RAID Storage
Console utility and its usage.

1.4.4 IRVIEW

IRVIEW is acommand line utility that provides real-time status of the RAID subsystem.

1.5 Using the RAID Software Suite

1.5.1 Using RAID Configuration Services Administration

1. Start the RAID Configuration Services Administration program by running:
$ /opt/iir/bin/iradnin
or

Accessthe RAID Configuration Services Administration through the shortcut located
off of the system branch of your GNOME/K DE start menu.

The screen in Figure 1-9 appears.

Figure 1-9. RAID Configuration Services Administration

| RAID Server Administration  [[=[8][x]

RAID Subzystem Administrator

Edit Configuration

User Management

uit

2. Modify the port and remote access settings of the RAID Configuration Services. Click
the button labeled Edit Configuration. See Figure 1-10.
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Figure 1-10. RAID Configuration Services Administration - Edit Configuration

FAID Server Config
Canfig File : etc/config.iir
Paramater: Waluesr
] File: cgi-binfiop_view
PORT : pso
ACCEss type: LOCAL i
aK | | Cancel

The following parameters are available:

CGil File: This parameter indicates the interface to the 1/O processor and should not
be changed.

PORT: Thisisthe TCP/IP port used to access the CGl file. Default value is 960.

Access type: This parameter indicates whether or not RAID Storage Console can be
accessed from aremote server. The default value of LOCAL. For remote access,
change the valueto REMOTE.

After any change to the RAID Configuration Server, restart the server with the
following command:

fopt/iir/bin/iird restart
3. To manage user access of the RAID Configuration Services, click on the User
Management button on the screen in Figure 1-9. The screen in Figure 1-11 appears.

Figure 1-11. RAID Configuration Services Administration - User Management

=|RAID Software Suite Admin =B
Enter Username;

raidadmin|

Add || | Change | | Delete | | Cancel

To add a new user, enter anew user namein the text field and click the button |abeled
Add. Enter anew password at the prompt. See Figure 1-12.
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Figure 1-12. User Management Add User Screen

: FIEIE

Enter new password: ||

Enter new password,

OK | [ Cancel

To change the password of an existing user, enter an existing username and click on
Change. Complete the password prompts as directed. See Figure 1-13.

Figure 1-13. User Management Change Password

e Passwo SIS

Enter Old password: =

dededcddcde

Enter new password,

Enter new password: [

OK | [ Cancel

User Management changes do not require arestart of the RAID Configuration
Servicesto take effect.

1.5.2 Configure a RAID Volume in a Linux System

Understanding the information in this section is critical to completing the following

f Warning: See Section 1.7.1, “Linux Dynamic Block Device Limitations” on page 1-20.
procedures.

1. Use aweb browser and point to: http://localhost:960/ to create RAID volumes. Or
click on the Raid Storage Console icon on your desktop.

Use fdisk to create partitions on the RAID volumes using the following command:
$ fdisk /dev/i2o/hd][a:first RAID volume- p : sixteenth volume created)]

Note: All 1,0 devicescreated are represented as "devicefiles' on aLinux system. These
devicefilesare: / dev/i 2o/ hda to/ dev/i 2o/ hdp for atota of 16 volumes that can be
created. Individual partitions can be accesses (after creation using fdisk) as/ dev/ i 20/
hdal, /dev/i 20/ hda2 .../ dev/i 20/ hdp4

2. Make Linux native filesystem (ext2) using the following command:

RAID Software Suite for Linux User's Guide Rev 1.001 1-15



||
Using the RAID Software Suite I n

$ nke2fs /dev/i 20/ hd [a-p][1-15: the partition number]
Note: Usenkf s to create any type of filesystem that is supported by your Linux system/
kernel.
3. Mount the partition on a directory (create one if necessary):
$ nkdir /mt/i 20
$ nount /dev/i2o/hd [a-f][1-15] /mt/i20
Check the RAID volume as a mounted directory with the following command:
$ df -k
The following output appears:

Fi |l esystem 1k- bl ocks Used Avai l able Use% Mounted on
/ dev/ hda2 2912980 2356260 408748 85% /
/dev/i2o0/hdal 13116500 20 12450188 0% /mt/i2o

[root @ocal host /root]#

1.5.3 Monitor the Status of the RAID Subsystem
Monitor the status of the RAID subsystem by using the command line utility called
i rvi ew Toinvokethisutility, type/ usr /1 ocal / bi n/i r vi ewon thecommand line. To
get more information on irview, invoke the corresponding man page (man i r vi ew).
A sample irview screen is shown in Figure 1-14.

Figure 1-14. irview Screen

B Terminal

Edit  Settings  Help
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1.6

1.6.1

Uninstalling RAID Software Suite

To uninstall the RAID Software Suite run the following:

/opt/iir/bin/uninstall

Note: Theuninstall program will not remove the kernel sources or installed modules.

Booting to Red Hat Linux on an 1,0 RAID Volume

There are two methods available for booting Red Hat Linux from an 1,0 RAID
Controller. The first method installs Red Hat Linux on an IDE or SCSI hard drive and
loads LILO (the Linux Loader) from the Master Boot Record (MBR) on that original
drive (/ dev/ hda), which then loads the Linux kernel which islocated on adisk or
volume connected to the 1,0 RAID Controller. The second method installs LILO onto the
MBR of the 1,0 boot device (/ dev/ i 20/ hda) and allows the system to boot directly
from a disk or volume connected to the 1,0 RAID Controller.

Warning: See Section 1.7.1, “Linux Dynamic Block Device Limitations” on page 1-20.
Understanding the information in this section is critical to completing the following
procedures.

Method 1 - MBR on Primary IDE

Method 1 assumes that you have installed Red Hat Linux 6.x on the primary IDE drive (/
dev/ hda). Although an IDE drive is assumed for these instructions, Method 1 could be
used when Red Hat Linux isinstalled on a SCSI hard drive. For example, the boot device
file might change depending on the installation.

Once you have completed the Red Hat installation, install the 1,0 kernel as described in
Section 1.3.2, “Rebuild the Kernel with 1,0 Support” on page 1-9. After the RAID
Software Suite installation is completed and the system is rebooted with 1,0 support,
follow the steps below to boot your system from the [,0 drive.

1. Create aprimary 1,0 volume that is large enough to accommodate your Red Hat
installation.

2. Createa/ dev/ i 20/ hdal partition on the primary 1,0 volume. Ensure that the
partition is equal to or greater than the partition / dev/ hdal (it isassumed that your
Redhat Systemisinstalled on/ dev/ hda1l). If your volumeis > 8 GB, you must
ensure that the partition fits within the first 1024 cylinders of the disk.

3. A modified version of LILO is provided on the RAID Software Suite CD-ROM at /
mt/cdromiir_install/lilo/lilo-i2o0.Copyitas/sbin/lilo-i2oand
make it executable.

4. Copy the contents of the system drive to the new 1,0 partition:
$ dd if=/dev/hdal of =/ dev/i 20/ hdal

5. Mount the 1,0 partition on afile system mount point:

RAID Software Suite for Linux User's Guide Rev 1.001 1-17
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$ nmount /dev/i2o/hdal /mt/i20 -t ext2

6. Edit/etc/1ilo. conf and add the following boot entry:

i mge=/mt/i 20/ boot/vm inuz-i20-version # Put your i2o0 kerne
versi on here

| abel =boot -i 20

root =/ dev/i 20/ hdal

read-only

7. Edit/ mt/i 20/ etc/ fstab. Changethe following line:
/dev/hdal / ext2 defaults 1 1
to read:
/dev/i2o/hdal / ext2 defaults 1 1

The above line will cause the kernel to mount / dev/ i 2o/ hdal as the root file
system.

8. Run LILO with 1,0 support using this command:
$ /sbin/lilo-i2o
9. Reboot

1.6.2 Method 2 - MBR on [,0 RAID Volume

Method 2 assumes that you have installed Red Hat Linux 6.x on the primary IDE drive (/
dev/ hda). Copy the Linux kernal, LILO, and the MBR to aRAID volume that is
connected to the 1,0 RAID controller. To boot from the RAID volume, amodified version
of the LILO binary isrequired. This modified version ignores the existence of IDE drives
on the system.

Note: Thisboot method differs from the way that Linux and LILO are designed to
function. The LILO boot loader provided in the 2.2.x kernel has alimitation that does not
allow the system to boot from anon-IDE drive if an IDE drive exists. The modified LILO
bypasses this requirement by ignoring the fact that there maybe devices other than the 1,0
device on the system. However if you have other IDE devices on your system, you may
experience problems with those devices when using method 2.

Once you have completed the Red Hat installation, install the 1,0 kernel as described in
Section 1.3.2, “Rebuild the Kernel with 1,0 Support” on page 1-9. After RAID Software
Suite installation is completed and the system is rebooted with 1,0 support, follow the
steps below to boot your system from the 1,0 drive.

1. Create aprimary 1,0 volume that is large enough to accommodate your Red Hat
installation.

2. Createa/ dev/ i 20/ hdal partition on the primary 1,0 volume. Ensure that the
partition is equal to or greater than the partition / dev/ hdal (it is assumed that your
Redhat System isinstalled on/ dev/ hdal). If your volumeis > 8 GB, you must
ensure that the partition fits within the first 1024 cylinders of the disk.
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3. A modified version of LILO is provided on the RAID Software Suite CD-ROM at /
mt/cdromiir_install/lilo/lilo-i2o-hack.Copyitas/shin/lilo-
i 20- hack and make it executable.

4. Copy the contents of the system drive to the new 1,0 partition:
$ dd if=/dev/hdal of =/ dev/i 20/ hdal

5. Mount the 1,0 partition on afile system mount point:
$ mount /dev/i2o/hdal /mt/i20 -t ext2

6. Edit/ mt/i20/etc/lilo.conf toreadasfollows:

boot =/ dev/ i 20/ hda
map=/ mt /i 20/ boot / map
install=/mt/i 2o/ boot/boot.b

pr onpt

ti meout =20

i mage=/mt/i 2o/ boot/vm inuz-i2o-version # Your kernel w120
support

| abel =I'i nux

root =/ dev/i 20/ hdal

read-only

7. Edit/ mt/i 20/ etc/fstab. Changethefollowing line:
/dev/hdal / ext2 defaults 1 1
to read:
/dev/i 2o/ hdal / ext2 defaults 1 1

The above line will cause the kernel to mount / dev/ i 2o/ hdal astheroot file
system.

8. Change your swap drive from the IDE drive partition (assumed to be/ dev/ hda5) to
the 1,0 RAID volume by changing thefollowing linein/ mt /i 2o/ et ¢/ f st ab:

/ dev/ hda5 swap swap defaults 0 O
to read:
/ dev/i 20/ hda2 swap swap defaults 0 O

9. Run the modified LILO binary with the LILO configuration on the 1,0 RAID
volume:

$ /sbin/lilo-i20-hack -C .mt/i2o/etc/lilo.conf
10. Shutdown the system:

$ shutdown -h now
11. Remove the IDE drive and restart the system.

12. Once the system has powered up, cleanup /et c/ 1 il 0. conf by changing the map
point reference as indicated below. Thiswill make future updates of the kernel on the
1,0 device easier.
boot =/ dev/i 20/ hda

map=/ mt /i 20/ boot / map
install=/mt/i 2o/ boot/boot.b
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pr onpt

ti meout =20

i mage=/mt/i 20/ boot/vm i nuz-i2o0-version # Your kernel w120
support

I abel =l i nux

root =/ dev/i 20/ hdal

read-only

In the future, if you edit 1'i | o. conf, run LILO w/l,0 support (lilo-i20) instead of the
modified LILO (i.elilo-i2o-hack).

1.7 Technical Notes

1.7.1 Linux Dynamic Block Device Limitations

The RAID volumes created using the |,0 Linux drivers are seen by Linux as "Block
Devices'. The RAID Software Suite gives a powerful new feature to create new block
deviceswhile aLinux system is up and running viathe use of the Storage Console. The
new RAID volume created is detected as /dev/i2o/hd* and can be immediately used as a
normal block storage device. Thisblock device was dynamically created while the system
was up and running and is associated to a particular device file (/dev/i2o/hd*) and a
Major/Minor number, however, Linux does not associate a physical storage device with
the device file (or rather the Major/Minor) number across reboots.

Theimplication of thislimitation isthat when areboot occurs after a user has dynamically
created a dynamic block device, the device files associated with the physical storage
device changes once the system comes back online. If there were entries in the /etc/fstab
and /etc/mtab associated with these dynamc block devices, then they will no longer be
valid and the system will either incorrectly mount these devices or it may not mount them
at all. Your system may not boot if the root file system was also on a dynamic block
device.

Workarounds

1-20

* Create al the RAID volumes you require and reboot before you designate persistent

mount points for them. Take this approach especially if you are planning to mount the
root file system on a RAID volume. Avoid creating additional RAID volumes after
designating one of the existing volumes as the root file system.

Remove any existing entries in /etc/fstab pertaining to 1,0 devices. Create a
filesystem on the new RAID volume and reboot. When the system has rebooted,
examine the 1,0 block devices to determine the mapping of the physical 1,0 block
devices to /dev/i2o/hd* device files. Mount the 1,0 block devices onto the desired
mount points and enter the corresponding entries in the /etc/fstab config file. If you
built the 1,0 support as kernel modules, then areboot is not necessary. Simply unload
and reload the 1,0 modules.
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1.8 Miscellaneous Notes

e The/opt/iir directory requires aminimum of read, write, and execute privileges
forroot .
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